& GURL, JAMBHESHWAR UNIVERSITY GF SCIENCE & TECHNOLOGY, HISA!
r {Established by State Legislature Act 17 of 1995)
‘A+" Grade, NAAC Accredited State Govt. University

Acad /AC-Ii nr ’:5 62024/ /37 5§
Dated: "

Ry
The Controller of Examinations
GJUS&T, Hisar.

Sub: Approval of scheme of examination and syllabi of B.Tech. CSE (Artificial
intelligence & Machine Learning) - 7" and 8" semester for the hatch 2021 being run
by University Teaching Department.

Sir

I'am directe” to inform you that the Vice-Chancelior, on the recommendations of Oean
-acully of Engineering & Technology un dated 07.11.2024, is pleased io approve the schemsa
sxaminaticns and syllabi of B.Tech. CSE (Atificial Intelligence & Machine Learning) - 7% and 87
semester for the baich 20217 being run by University Teaching Department, under Section 14(%) of
2 University Act, 1995 in anticipation of approval of the Academic Council.

A copy of the scheme of examinations & syliabi of above said course is enciosed
nerevsith,

You are therefore, requested to take further necessary action accordingly

Yours falthfuﬂy

\ /
DA: As above Vo Pt o,

Assistant Reg|strar ’i‘raderﬁm‘
for Registrar
i

i
Crdst. No. Acad JAC-I/BOS&R-6/2024/_ /39 ¢ =5 F- Dated: & /lij 2C,

A copy of the above is forwarded to the following for information and necessary dctxow -

jean, Faculty of Enginzering & Technology, GJUST, Hisar.

Chairperson, Department of Computer Science & Engineering, GJUST, Hisar. He is
requesied {0 get upioad the scheme of examination & syliabi of above said courss being
run in University Teaching Department on the website of the University.

3. 0OSD ‘o Vice-Chancellor (for kind information of the Vice-Chancellor), GJUST. risar
4 Secretary (o Registrar (for kind information of the Registrar), GJUST, Hisar.

3 : i '\ \‘

j“ ="\ \‘ K

n Assistant Reglstrur ’Acéde nic)
tA for Registrar



Department of Computer Science & I“,ngineeringA(““"f/)(.J'B"
GURU JAMBHESHWAR UNIVERSITY OF SCIENCE & TECHNOLOGY, HISAR -

Ay 5] 2
“A+" Grade NAAC Accredited g Lf/ ’(/ J
Lstablished by Haryana State Legistative Act No.17 of 1995 & Recognised by UGC Act 1956 u/s 12-B & 2(T)
Website! wooe st in Ph, No: 01662-263173, 263154
No CSE/2024/ , L ?'\g

Dated 3\‘\ \\5\ ).\1

AR (Academic)

Guru Jambheshwar University of Sci. & Tech.,
[Misar,

Sub: Scheme and Syllabus of B.Tech CSE (AI&ML)

Please find enclosed herewith Scheme and Syllabus of B.Tech CSE (AlI&ML) 7t & g
Semester is attached duly approved by BOSR (copy attached).

Uy %
(>

CHAIRMAQQ




DEPARTMENT OF COMPUTER SCIENCE & ENGINEERING
GURU JAMBHESHWAR UNIVERSITY OF SCIENCE & TECHNOLOGY
(Established by State Legislature Act 17 of 1995)

‘At Grade NAAC Acceredited

No.CSER2Y 303F— 30 S

Dated: “‘//ﬂ‘?’é‘og)z

A meeting of BOSR was held on 08.12.2023 at 11:30 am onwards in the conference room of the
Department of CSE. The following were present:

Minutes of BOSR Meeting

'Sr.No. | Name ' Sr. No. | Name ] ) i
lirl | Prof. O. P. Sangwan InChair |7. ﬁﬁ.lﬁyo{ii | Member .
‘ll | Prof. Saroj— Member | 8. | Prof. Jaswinder Singh Member;‘—j
l

\13 | Prof. Yogesh Chabba | Member | 9. | Dr. Sunil Nandal I Member |
h_ | Prof. Pardeep kr. Bhatia | Member | 10. Dr. Manoj Kumar Member I
\

i"S_._ Prof. Rishi Pal Member | I1. Prof. Khujan Singhﬁ,ﬁf)E Spétmlnvilee a
’6.7 | Prof. Sanjeev Khambra | Member | 12. Prof. Suchita Bhasin | External |
1 DCSA. KUK Member i

| _

Following decisions were taken unanimously:

| BOSR considered the minutes of DRC meetings held on 06.07.2023, 31.10.2023 and 06. 12.2023
and the same were approved.

2. The panels of examiners of PhD Research scholars namely Mr. Parveen (Reg. No.: 16018053),

Mr. Vikas Chahar (Reg. No.: 17019016), and Mr. Vinod Prakash (Reg. No.200010090004) were
drawn and approved. '

3. Scheme and Syllabus of B.Tech. CSE (Artificial Intelligence & Machine Learning) fourth year
(seventh & eight semesters) was discussed and approved.

4. As per resolution no 19 of the minutes of meeting of 60" meeting of Academic council held on
08.02.2023 to introduce the paper *Research Methodology™ in all M. Tech Programmes. Matter
was discussed and approved to introduce “Research Methodology “paper as one of compulsory
subject in third Semester of M. Tech. (CSE) Programme w.c. ! the academic session 2023-24.

5 As per minutes of staff council meeting held on 13.10.2023, it was discussed and approved that
the (i) Intake capacity of B Tech., CSE (AI&ML) will be increased from 50 to 120 seats, and (11)
To start BCA Programme with intake capacity of 60 (instead of 30 seats), subject to the
availability of the sufficient infrastructure provided by the University Administration, w.e.f. the
Academic Session 2024-25

6. As per the approval of Vice Chancellor vide notification: No Lndst No DE-03/2023/208-210,
dated 27102023, the scheme of MCA programine in Openand Distance tearning (ODL) mode



remanns the J “:T
ans the same tor the academic session

A A ] A} . ']
00, 2000240 and onwards 1 e External -70%

., Internal

s p stad! counal mecting |

M whd on Ly 2o ch 'Il\llil\ 2 l b 3

. e &L LD, 3 |ll ra ' Wi 1"“ ( to
M Tech (L S |\!\\|‘\\\'(‘\l as unden ' B ( o o

BB Tech or e ale B )
chvor equivalent depree in Computer Science & Fogineering / Computer Engineering

Information

Fnpineenng/Ulectneal &

om

h. o 2 A H . !
chnolopy Electronies & Communication  Engineering  /

A | Electromes
Electionics  Fogineening /- Flectronies &

Instrumentation

Engimeening/Electneal Fongineering / relevant branch or Master of Computer Applications (MCA )

M SC (Computer ScienceVT/Sollware or M Se. (Data Science) of M.Sc. (maths) or

MUSC (Physies) from a recognized University/Institution with at least 35% marks in aggregate

AR EY - e .
(52 25% marks tor SC candidates of Haryana only),
Academic Session 202425

was discussed and approved w.e f the

& Minor modifications in the existing Scheme & Syllabus of MCA - programme as - per NBA
puidelines were discussed and approved . Further, Chairperson (CSE) is authorized to make minor
changes in the scheme & syllabus, i required.

9 Chairperson is authonzed to rectity tor any discrepancy i observed in pancl of examiners fo
PhD Evaluation is consultation with concerned supervisor.

10 Chairperson  (USE) s also authorized 1o draw  panel(s) of examiners for any left out
Course/Programme/Dissertation/Project ete,, il required.

. . R —
Meeting ended with vote of thanks to the Chair. Y —
P
Chairperson, BOSR
Celo

COE. GIUS& T, Hisar, along with Pancl of Examiners.

OSD to VC (for kind information of Hon'ble Vice Chancellor), GIUS&T, Hisar.
Supdt. to Registrar (for kind information of Registrar), GJUS&T, Hisar.

Deputy Registrar (Academic) GJUS& T, Hisar, for further necessary action.
Deputy Registrar (Registration), GIUST&T, Hisar,

All the members of BOS&R

) \L\ v N
Chairperson, BOSR




SEMESTER VII

Sr. Course Codes Nomenclature of the Courses Tilours per[(frédrlts | Internal Ext;rn-;—l-
No. week
Ll 1T|p

I. |PCC-CSEAI401-T | Deep Learning T3l ao 3 30 70

2. PCC-CSEAI402-T | Cryptography and Network 3,010 3 30 70
Security

3. PEC-CSEAI401-T |Professional Elective Course to| 3 | 0 | 0 3 30 70

to be opted by students
PEC-CSEAI405-T
4. PEC-CSEAI406-T | Professional Elective Course to| 3 | 0 | 0 3 30 70
to be opted by students
PEC-CSEAI410-T

5. OEC-T Open Elective Course be opted| 3 | 0 | 0 3 30 70
by students

6. PCC-CSEAI401-P | Deep Learning Tools Lab. 0 0] 4 2 50 50
(Python Packages, Tensor Flow,
Keras, Google Colab etc.)

7. PROJ-CSEAI401 |*Major Project Part [ 0] 0| 4 2 50 50

8. INT-CSEAI401 **Industrial Training 2 100 -

Total Credit 21

*Major Project Part I will be evaluated by a committee of threc internal examiners appointed by the chairperson.

**Industrial Training will be evaluated by internal examiners appointed by the chairperson.

List of Electives II

PEC-CSEAI401-T/ PEC-CSE401-T/ PEC-IT401-T: Software Project Management
PEC-CSEAI402-T/ PEC-CSE302-T/ PCC-1T401-T: Wireless and Mobile Communication
PEC-CSEAI403-T/ PCC-CSE401-T/ PCC-IT306-T: Compiler Design
PEC-CSEAI404-T:Data Visualization Techniques

PEC-CSEAI405-T/PEC-CSE410-T/ PEC-IT410-T: Software Defined Networks

Any one of the MOOC not studied earlier and of equal credits (3)

N

List of Elective I11

PEC-CSEAI406-T/PEC-CSE408-T/ PEC-IT408-T: Digital Image Processing
PEC-CSEAI407-T: Reinforcement Learning

PEC-CSEAI408-T: Edge and Fog Computing

PEC-CSEAI409-T: Natural Language Processing

PEC-CSEAI410-T: Cognitive Systems

Any one of the MOOC not studied earlier and of equal credits (3)

AU AW —

2



*Major Project Part I will be evaluated by internal ex

SEMESTER VIII
il’; Course Codes W Nomcncin;nr'cit;f the Cdurses
I.  |PCC-CSEAI403.T |Big Data Analytics
2. PEC-CSEAI411-T |Professional Elective Course to
to be opted by students
PEC-CSEAI415-T
3. PEC-CSE416-T Professional Elective Course to
to be opted by students
PEC-CSE420-T
4. PCC-CSEAI403-P |Big Data Analytics Lab
5. PROJ-CSEAI402 |*Major Project Part Il

Total Credit

COE respectively.

List of Electives IV

1.
2.
3.
4.
5.
6.

List of Electives V

1.
2.
3.
4.
5.
6.

PEC-CSEAI411-T: Introduction to Robotics
PEC-CSEAI412-T/ PEC-CSE417-T/ PEC
PEC-CSEAI413-T: Social Network Analysis
PEC-CSEAI414-T: Computer Vision

PEC-CSEAI415-T: Pattern Recognition
Any one of the MOOC not studied car

S

Hours pcj-
week
DAL

3 0 0
3 0 |0
ascto] 3] 0 |0
ol o |4
o] o |8
R I

Y

Credits | Internal | External
3 30 70
3 30 70
3 30 T0
T2 50 50
4 ( 50 50
L 15

aminer and external examin

PEC-CSEAI416-T: Quantum Computing
PEC-CSEAI417-T: Optimization Methods
PEC-CSEAI418-T: Blockchain Technology
PEC-CSEAI419-T: Introduction to Augmented and
PEC-CSEAI420-T: Federated Leamning

Any one of the MOOC not studied earlier and of equal credits (3)

er appointed by Chairperson ang

_1T406-T:Digital Forensics

lier and of equal credits (3)

Virtual Reality



Deep Learning

General Course Information
_ )

Course Code: PCC-CSEAI401-T | Course Assessment Methods:
Max. Marks: 100 (Internal: 30; External: 70)

Course Credits: 3
Three minor tests, cach of 20 marks, will be conducted. The

d3pe: Frolesions] Core third minor will be conducted in open book mode by the
Course Coordinator. No date sheet will be issued for the third
Mode: Lectures (L) minor at the level of the Departments. For the purpose of

' internal assessment, the average of the highest marks obtained
by a student in any of the two minor examinations will be
considered. All the minor examination question papers will be
prepared and evaluated by following the Outcome Based
Education framework. Class Performance will be measured
through percentage of lectures attended (4 marks) Assignments
(4 marks) and class performance (2 marks).

Contact Hours: 3hours/weck

Examination Duration: 3 hours

The end semester examination will be of 70 marks. For the end
semester cxamination, nine questions are to be set by the
examiner. All questions carry equal marks. Question number
one will be compulsory and based on the entire syllabus. It will
contain seven short answers type questions. The remaining
cight questions are to be given by setting two questions from
cach of the four units of the syllabus. A candidate is required to
attempt five questions in all, one compulsory and any other

four questions by selecting one from each unit.

Pre-requisites: Linear Algebra, probability and information theory and machine learning

About the Course:

Deep learning has revolutionised the field of machine lcaming. Deep learning emphasises on learning complex,
hierarchical feature representation from raw data. Deep learning algorithms have found tremendous amount of
applications in machine learning applications. The course covers fundamental principles of deep learning and
claborates on building and optimizing these highly parameterized models. It involves learning about convolutional
neural networks, recurrent and generative adaptive neural network models.

Course Outcomes: By the end of the course students will be able to:
COl. state the basic and fundamental terms and concepts in deep learning.(LOTS: Level 1: Remember)
CO2. demonstrate the understanding of deep lcaming principals involving architecture, regularization and
optimization, of neural nets, CNN, RNN and autoencoders (LOTS: Level 2: Understand)
CO3. solve problemspertaining machine learning involving deep learning solutions. (LOTS: Level 3: Apply)
CO4. compare various neural network architectures. (HOTS: Level 4: Analyse)
COS. evaluate the performance and challenges for deep leaming algorithms. (HOTS: Level 5: Evaluated)
CO6. devise new deep learning architectures, optimization techniques and algorithms. (HOTS: Level 6: Create)

Course contents

Unit 1

Review of Machine Learning: Learning algorithms, Overfitting and Underfitting, Hyperparameters and validation
set, Estimating bias and variance, Maximum likelihood estimation, Bayesian Statistics, Stochastic gradient descent,
Building a machine learning algorithm, Challenges and motivation for deep learning.

Deep Feedforward Networks: Learning XOR, Gradient-based learning, Hidden units, Backpropagation and other
differentiation algorithms.



Unit 11

Regularization for Decp Le
Regularization and under
Multi-task learning, Early

arning: Parameter norm Penalties, Norm penalties as constrained Optimization,

-constrained problems, Dataset augmentation, Noise robustness, Semi-supervised learning,
' stopping, Adversarial training.

Optimization for Training Deep Models: How learning differs from pure optimization, Challenges in neural network
optimization, Basic algorithms for neural

network optimization, Parameter initialization strategies, Algorithm with
Adaptive Leaming Rule, Optimization Strategies and Meta-algorithms.

Unit 111

Convolutional Networks: The convolution operation, Motivation, Pooling, Convolution and pooling as an infinitely
strong prior, Variants of ba

sic convolution functions, Structured outputs and Data types, Efficient convolution
algorithms.

Recurrent Networks: Recurrent neural networks,
architectures, Deep recurrent networks, Recursive
Long Short-Term Memory RNNSs.

Bidirectional RNNs, Encoder-Decoder sequence to S&quence
Neural Networks, The challenge of long term dependencies, The

Unit IV

Autoencoders: Undercom

Plete autoencoders, Regularized autoencoders, Representational power, layer size and
depth, stochastic encoders

and decoders, Denoising autoencoders, Applications of autoencoders.

Deep Generative Models: Boltzmann Machines, Restricted Boltzmann machines, Deep belief networks, Deep

Boltzmann machines, Boltzmann machine for real-valued data, Convolutional Boltzmann machine.

Text and References Books

lan Goodfellow, YoshuaBengio, Aaron Courville, Deep Learning, MIT press, 2017.

|

2. Charu C Aggarwal, Neural Networks and Deep Learning: A text book, Springer, 2018.
3. John D. Kelleher, Deep Learning, MIT press, 2019. '

4.

NithinBuduma, Nikhil Buduma and Joe Papa, Fundamentals of Deep Leamning: Designing Next-Generation
Machine Learning Algorithms, Second Edition, O’reilly, 2022.

5. Francois Chollet, Deep Learning with Python, Manning Publications, 2018.
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Cryptography and Network Security

_General Course Information

Course Code: PCC-CSEAI402-T
Course Credits: 3
Type: Professional Core

Contact Hours: 3 hours/weeck

W Course Assessment Methods:
Max. Marks: 100 (Internal: 30; Externaj: 70)

Three minor tests, each of 20 marks, will be conducted
The third minor will be conducted in open book mode by
the Course Coordinator. No date sheet will be issued for

Mode: Lectures (L) the third minor at the level of the Departments. For the

Examination Duration: 3 hours

purpose of internal assessment, the average of the highest
marks obtained by a student in any of the two minor
examinations will be considered. Al the minor
examination question papers Will be prepared and
evaluated by following the Outcome Based Education
framework. Class Performance will be measured through
percentage of lectures attended (4 marks) Assignments (4
marks) and class performance (2 marks).

The end semester examination will be of 70 marks. For
the end semester examination, nine questions are 1o be set
by the examiner. All questions carry equal marks.
Question number one will be compulsory and based on
the entire syllabus. It will contain seven short answers
type questions. The remaining eight questions are to be
given by setting two questions from each of the four units
of the syllabus. A candidate is required to attempt five
questions in all, one compulsory and any other four
questions by selecting one from each unit.

Pre-requisites: Basic knowledge of Number systems, Complexity Theory, Computer Networks.

About the Course:

The aim of this course is to introduce the student to the areas of cryptography and cryptanalysis. This course
develops a basic understanding of the algorithms used to protect users online and to understand some of the
design choices behind these algorithms.

Course Outcomes: By the end of the course students will be abie to:

COl.

CO2.
CO3.

CO4.

COs.

CO6.

“Unit 1

describe various cryptography terminology and cryptographic Algorithms.(LOTS: Level 1:
Remember)

represent security in terms of various techniques and algorithms. (LOTS: Level2: Understand)

apply mathematical techniques to cryptography for solving problems related to security issue. (LOTS:
Level 3: Apply) ‘

identify various types of attacks for their mitigation/proactive and reactive treatment. (HOTS: Level
4: Analyze)

judge the sccurity of an organization/institute by means of network securit deviges els/controls
(HOTS: Level S: Evaluate) ¥ devicesimodels/contret

integrate different types of securities under one environment and evaluate its performance.(HOTS:
Level 6: Create) '

Course Contents

Computer & Network Security Concepts: Overview; Security Goals; Threats Attacks, & Assels:

/



—- R

Vulnerabilities; Security Functional Requirements; Security Services; Sccurity Mechanism; Secure
Communications; Model for Network Security; The OSI Security Architecture.

Cryptographic Tools: Symmetric and Asymmetric Key Ciphers; Classical Encryption Techniques; Symmetric

Ciphers: Confidentiality with Symmetric Encryption; One-Time Pads; User Authentication Methods; Block

Cipher and Data Encryption Standard; Advanced Encryption Standard; RC2, RC4, RC5 & RC6; Block Cipher

Operation; Random and Pseudo Random Numbers.

Unit 11
Asymmetric Ciphers: Public Key Cryptography and RSA; Diffie-Hellman Key Exchange; Elliptic Curve

Cryptography.

Cryptographic Data integrity: Crypto
Codes; Digital signatures & Schemes; Hashing & Signing; Message Digests; Digital Signa
Birthday attacks on Signatures.

Key Management and Distribution: Symmetric Key Distribution using Symmetric Encryption &
Encryption; Distribution of Public Keys; X.509 Certificates; Public Key Infrastructure.

graphic Hash Functions and Applications; Message Authentication
ture Standard;

Asymmetric

Unit I
User Authentication Protocols: Remote User Authentication Principles;

Symmetric & Asymmetric Encryption; Kerberos.
Network Security: Threats & Attacks; Denial-of Service; Distributed Denial-of-Service; Cryptography in

Network Security: Network & Browser Encryption, Onion Routing, IP Security protocol Suite (IPSec), Virtual
Private Networks; Firewalls: Design & Types, Personal Firewalls, Network Address Translation (NAT);

Intrusion Detection and Prevention Systems.
IP Security: Overview; IP Security Policy; Encapsulating Security Payload; Combining Security Associations;

Intemnet Key Exchange.

Remote User Authentication using

Unit IV
Transport-Level Security: Web Security: Issues & Threats; Secure Naming; Secure Socket layer (SSL);

Transport Layer Security (TLS); HTTPS; Secure Shell(SSH).

Wireless Network Security: Vulnerabilities in Wireless Networks; IEEE 802.11 Wireless LAN Securities;
Wireless Application Protocol Overview; Wireless Transport Layer Security; WEP & WPA.
Electronic-mail Security: E-Mail Attacks; Pretty Good Privacy (PGP); Privacy Enhanced Mail (PEM);

S/MIME; DomainKeys Identified Mail (DKIM).

Text and Reference Books and Links:
1. William Stallings, Cryptography and Network security-Principles and Practices, Pearson Education,

Ninth Indian Reprint 2005.
2. Charlie Kaufman , Network Security : Private communication in Public World, Prentice-Hall

International, Inc. April 2008.
Roberta Bragg, Mark Rhodes-Ousley, Keith Strassberg, The Complete Reference Network Security,

McGraw hill Education, 2004.
Charles P. Fleeger, Security in Computing, 2nd Edition, Prentice Hall Intemnational Inc., 1996.

5. Atl Kahate, Cryptography and Network Security, McGraw Hill Education; Third edition, 2017
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Software Project Management

General Course Information

| Course Code PEC-CSEAIO1-T/ Course Assessment Methods:
1 PEC-CSEAO] T/ | Max. Marks: 100 (Internal: 30; External: 70)
PEC-IT401-T

: Three minor tests, each of 20 marks, will be conducted. The
Course Credits: 3 third minor wll be conducted in open book mode by the
[ Course Coordinator. No date sheet will be 1ssued for the third
| minor at the level of the Departments. For the purpose of
internal assessment, the average of the highest marks obtained |
| by a student in any of the two minor examinations will be |
| considered. All the mmor examination question papers will be
Mode: Lectures (L) prepared and evaluated by following the Outcome Based
Education framework. Class Performance will be measured
through percentage of lectures attended (4 marks) Assignments
(4 marks) and class performance (2 marks)

Type: Professional Elective

Contact Hours: 3hours/week

Examination Duration: 3 hours

The end semester examination will be of 70 marks. For the end |
semester examination, nine questions are 1o be set by the |
examiner. All questions carry equal marks. Question number
one will be compulsory and based on the entire syllabus. [t will
| contain seven short answers fype questions. The remaining
| eight questions are to be given by setting two questions from |
| each of the four units of the syllabus A candidate 1s required to
| attempt five questions i all, one compulsory and any other
| four questions by selecting one from each unit.

Pre-requisites: Preliminary knowledge of Software Engineering.

About the Course:

The course involves training students in software project management and project planning. It focuses on the need

for careful planning, monitoring and control for delivering quality projects in time. Besides this student lcam to
measure the success of a project in meeting its objectives.

Course Outcomes: By the end of the course studentswill be able to:

COL. outline basic concepts related to stepwise project planning. (LOTS: Level |- Remember)

CO2. demonstrate the knowledge about Quality Control, Standard and Risk Management. (LOTS: Level 2.
Understand)

CO3. illustrate the Activity Plann ing, and Resource Allocation Process. (LOTS: Level 2: Understand)

CO4. apply the concept of team structure and organization structure. (LOTS: Level 3: Apply)

COS. comparevarious Project Evaluation and Estimation Techniques. (HOTS: Level 4: Analyse)
CO6. plan activities necessary for completing the software projectssuccessfully. (HOTS: Level 6- Create)
Course Contents
Unit 1

Introduction to Software Project Management(SPM): Definition of Software Project, Software Project Vs Other

types of projects, gclivi}ies covered by SPM, categorizing software projects, project as system, management control,
Requirement specification, Information and control in organization, project management lifecycle. -

Slepwi;c Project Planuing:‘ Introduction, selecting a project, identifying project scope and objectives, identifying
project l‘nfrasmnclu_rc, :m-ftlysn_lg, project characteristics, identifying the project products and activities, estimate
elforts for each activity, identifying activity risk, allocate resources, review/publicize plan.

Unit 11

Prujc_ct Eva!ualiqn um_i Estimation: Cost-Benefit analysis, cash flow forecasting,
techniques, Selection of an appropriate project, choosing technologies, choice of pr

cost benefit evaluation
ocess models, rapid application




I ———

development, waterfall model, V process model and spiral model, Albrecht function point analysis.

Activity Planning: Objectives of activity planning, project schedule, projects and activitics, sequencing and
scheduling activities, network planning model.

Unit II

Risk Management: Introduction, the nature of risk, managing risk, risk identification, risk analysis, reducing the
risks, evaluating risks to schedule, calculating z-values.

Resource Allocation: Introduction, the nature of resources, identifying resource requirements, scheduling
resources, creating critical paths.

Unit IV

Managing Contracts and People: Introduction, types of contract, stages in contract placement, terms of contract,
contract management, acceptance, managing people and organizing teams: Introduction,understanding organization
behaviour: a back ground, selecting the right person for job, instruction in best methods, motivation, working in
groups, becoming a team, decision making, leadership, organization structures.

Software Quality: Introduction, theplace of software quality inproject planning, the importance of software quality,

defining software quality, McCall's software quality factors, product versus process quality management, external
standards, techniques to enhance software quality.

Text and Reference Books:
1. Bob Hughes and Mike Cotterell, Software Project Management, Sixth Edition, TMH, 2018.
2. Walker Royce , Software Project Management, , Addison Wesley, 1998.
3. Pankaj Jalote, Software Project Management in Practice, Pearson, 2002.
4. Ramesh, Managing Global Software Projects, TMH, 2005.

ERe
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Wireless and Mohile Communication

General Course Informstion
' Course Code PECOSEATI02.T
PEC-CSE2.T
PCC-IT401-T
Course Credits 3

Twpe: Profesmonal Elective
Contact Hours 3hours'week
Mode Lectures (L)

Examination Duration® 3 hours

| Course Assessment Methods:

| Three minor tests, cach of 20 marks, will be conducted. The

| (4 marks) and class performance (2 marks)

- examiner. All questions carry equal marks. Question number

| contain seven short answers type questions. The remaining

—

Max. Marks: 100 (Internal: 30; External: 70)

third mmor will be conducted in open book mode by the
Course Coordinator. No date sheet will be issued for the third
mmar at the level of the Departments. For the purpose of
internal assessment, the average of the highest marks obtained |
by a student in any of the two minor examinations will be
considered. All the minor examination question papers will be
prepared and cvaluated by following the Outcome Based
Education framework. Class Performance will be measured
through percentage of lectures attended (4 marks) Assignments

The end semester examination will be of 70 marks. For the end
semester examination, nine questions are to be set by the

onc will be compulsory and based on the entire syllabus. It will

eight questions are to be given by setting two questions from
cach of the four units of the syllabus. A candidate is required to
attemp! five questions in all, one compulsory and any other
four questions by selecting one from each unit.

Basic knowledge of computer networks, Network Architecture and reference model, High Speed Network

technologies, Ethernet, TCP/IP architecture

About the course:

This course attunes the students with mobile and wireless communication using the Networking infrastructure of
arganizations/institutes. Students Jeam to analyse Networks' Architecture for wireless communication and the
protocols for vanous layers in the Wireless Networks, technologies used and application arena of Wireless

Networks

Course Outcomes: At the end of this course studentswill be able to:
COl. recall different mobile and wireless communication concepts. (LOTS: Level 1: Remember)

CO2  explainworking of different Mobile Communication Technologies used now a days. (LOTS: Level 2:

Understand)

CO3  demonstratezpplication of different mobile protocols for different Mobile and Wireless Communication

Technologies (LOTS: Level 2° Understand)
CO4. analyzethe paformance of different Mobile Communication technologies in different scenarios /

situations (HOTS Level 4 Analyse)

COS. design 2 mobile network for any cTty/state/country using combination of different Mobile Technologies

(HOTS: Level 6 Create)

Unit I

Course Contents

Mobile Communication: Wireless Transmussion- - Frequencies, signals, antennas, signal propagation, multiplexing,
modulation, spread spectrum, cellular systemn Specialized MAC, SDMA, FDMA, TDMA - fixed TDM, classical
ALOHA, slotted ALOHA, CSMA, DAMA, PRMA, reservation TDMA Collision avoidance, polling nlibit sense
mukiple access. CDMA, GSM- mobile services, architecture, radio mterface, protocol, localization, calling,
handover, security, new data services, Introduction 1o Wi |



Tnit 11

Witeless [ AN TEEF 807 || -System and peotecri architecturs phymical s Frame format
Bluetooth--- Protocol architecture, Frame format

WiMAX  Layered Protocol architecture, frame types. format Agphications

Introduction to LTE, LTE advanced, Vol.TE

Unit 111

Mobile network Layer. Mobile [P- goals, assumption, requirsment. sf
advertisement and discavery, registration, tunneling, sncapsulation. optimization

e erminotogy. [P packet delvery, Agent
rewnrie mnnelng, IPV6  DHCP

Adhoc Networks—touting , Destination Sequence [Dnstance Vector, dynamic sonrce rnting, fserarchucal sigorthm,

alternative metric

Unit IV

Mobile Transport Layer: Traditional TCP, Indirect TCP, Sncoping [P Mafile TCP fast retr MmemISsIon recovery,

transmission/time out freezing, selective retransmission, Transaction orented TC7P

Text and Reference Books:
1. Jochen Schiller, Mobile Communication, 2™ Edinon, Pearson 2004

2. Andrew S Tanenbaum, Computer Networks, §" Edition, Pearson 2011
3. William C Y Lee, Mobile Communication Engineering Theory and Applications 1™ Edition, McCraw

Hill, 1997.
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f ampiler Mesign

Coomersl ( nuree lmw

(Conwen (e PTC r::::.mr Laurws A I Sonet
Mr (% I.T
POrITWe T Waer VWarle [0 Tnteraal 0 7 owrssd 9
owse Cradits ) Three e wats, sach of 1 narlis, wil e conducted e
¥ durd nmer wll s condncted nopen ek Tweta T he
Type Profescional Flertive O uree Conrdingtoe S dmte demt wil w emed v e
hird mmor st he wunl of e Degarrments Sor he o
Contact Hours ) hoarv'wesk W mternal sesssament, he worage f he nghest marie
Maode | actures shtamned v 1 udent 1wy o he wn Taner ceamimeheoms
L @) will s comudersd Al e mnor stammation  mestion
Eramination Duration | howrs sapers wiil e greparsd wd seaiuated vy Dilowng e

Chjtenme Ansed Educstion Tamewort  ass Porfoemance

mllvwrﬂmm‘mmf
marks) Asgnments 0 marks) md less jerfemance

mars

The md wmester ~tammation wil S »f 0 narks. Fw e
e EMester TLATHNSNON . UNe estions wT D e e oy
de svarmuner A mestions carey wpesl narls  Jmewhion
aumber e will e compuitory md Sesed wm he mtin
syllabus [t il contipn wven dort mewert P esRons.
The ~=munmyg nght juestions o ‘s e pwn y ethag
swo guestions fom ssch of e e amts of the oyflabas. +
candidate s csquired o sttempt e uestions o ul, me
compuisory s my other owr puestions v mlecting mo
! from mch amt

Pre-requisites: Brief knowledge of programmung bnguages. Dar Structure, nd Algorthm Design.

About the Course:

Compilers have become part and parcel of taday's computer sysioms Mese e rosponsible or making he s
computing roquirements, specified a3 4 prece of proyram. amderstandudle W Be wder any machime T vals
work as interface between the entities of fwo difersnt domumns  he humam eng wd he nachne "o sl
process involved in this ranaformation s quite compley Comprler design covers bastc ransistion nechasm md,
crror detection and recovery [t inchudes levical, v aod wmantc malvas s font md, smd ode grmeration Wit
optimization as back-end.

Course Outcomes: By the end of the courve studentywill be sbie 1o

COL state principies of compiler dewign (LOTS Lovel | Romember )

CO2  ilustrate the essential phases for sutomancally comverting wurce code oto abect code (LOTS Lowed 2
Understand)

CO3 apply lexical analysis, synta apalynn sod code opoomaton eehmigues Or wiving prodiems (LOTS
Level 3 Apply)

CO4 amalyse s parse wew and » grven BNF pramumar (LTS Lavel 4 Anaivee)

COS  compare and contrast syntan crenied s baion wiomes TS Lovei ¥ Lvaluate)

COO. design 8 lenical analvser from the Tpeailicafon of slaeguage's levcal rabes (MOTS Lovel 8 Creasel

Courve Coatenty
Unit 1

Introduction To Compllers Compiiers snd malaigy oot ol analsons, wrus e of compuier & Meront




phases, Compiler construction tools.

Lexical Analysis: Role of lexical analyzer, design of lexical analyzer, regular expressions, Specification and

recognition of tokens, input buffering, A language specifying lexical analyzer. Finite automata, ounversi.on from
regular expression to finite automata, and vice versa, minimizing number of states of DFA, Implementation of
lexical analyzer.

Unit I

Syntax Analysis: Role of parsers, context free grammars, definition of parsing. Parsing Technique: Shift- reduce
parsing, operator precedence parsing, top-down parsing, predictive parsing.

Unit I
LR parsers, SLR, LALR and Canonical LR parser. Syntax Directed Translations: Syntax directed definition,

construction of syntax trees, syntax directed translation scheme, implementation of syntax directed translation, three
address code, quadruples and triples.

Unit IV

Symbol Table & Error Detection and Recovery: Symbol tables, its contents and data structure for symbol tables;
trees, arrays, linked lists, hash tables. Errors, lexical phase error, syntactic phase error, semantic error.

Code Optimization & Code Generation: Code generation, forms of objects code, machine dependent code,
optimization, register allocation for temporary and user defined variables.

Text and Reference Books:

. Alfread V. AHO, Ravi Sethiand J.D. Ullman, Compilers Principle, Techniques and Tools, Addison
Wesley, 2007.

2. Tremblay and Sorenson, Theory and practice of compiler writing, Mc. Graw Hill, 1985.

Dhamdare, System software, MGH, 1986.

4. Alfred V. Aho, Jeffrey D. Ullman, Principles of Compiler Design, Narosa Publication, 2002.

w
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Data Visualization Techniques

General Course Information

Course Code: PEC-CSEAI404-T
Course Credits: 3

" Course Assessment Methods:
Max. Marks: 100 (Internal: 30; External: 70)

Type: Professional Elective Tbrce n?ina' tests, each of 20 marks, will be conducted. The
third minor will be conducted in open book mode by the

Contact Hours: 3 hours/wedl Cm .Coordimtor. No date sheet will be issued for the

! third minor at the level of the Departments. For the purpose
| Maode: Lectures (L) of internal assessment, the average of the highest marks

obtained by a student in any of the two minor examinations
will be considered. All the minor examination question
papers will be prepared and evaluated by following the
Outcome Based Education framework. Class Performance
will be measured through percentage of lectures attended (4
marks) Assignments (4 marks) and class performance (2
marks).

The end semester examination will be of 70 marks. For the
end semester cxamination, nine questions are 10 be set by
the examiner. All questions carry equal marks. Question
number one will be compulsory and based on the entire
syllabus. It will contain seven short answers type questions.
The remaining cight questions are to be given by setting
two questions from each of the four units of the syllabus. A
candidate is required to attempt five questions in all, one
compulsory and any other four questions by selecting one
from each unit. .

! Exammation Duration: 3 hours

Pre-requisites: Basics ofdata handling techniques, graphs and plots.

About the Course:

This course focuses on building creative and technicdl skills to transform data into visual reports for engendering a
shared understanding. Students will Jearn to use software to organize, and visualize data, with an emphasis on
applying design principles ofproducing clear, elegant graphs and dashboards that capture the essence of an insight,
message, or recommendation distilled from the data.

Course Outcomes: By the end of the course students will be able to:

CO1.  definethe key concepts and terms behind data visualization.(LOTS: Level 1: Remember)

CO2.  explain the methods for visualizing data using various tools. (LOTS: Level 2: Understand)

CO3  apply visualization methods for different data domains. (LOTS: Level 3: Apply)

CO4  suggest appropriate data visualization (ools for domain specific applications. (HOTS: Level 4: Analyze)

COS. evaluate information visualization systems and other forms of visual presentation for their effectiveness
(HOTS: Level 5: Evaluate)

CO6. design and build data visualization systems. (HOTS: Level 6: Create)

Course Contents
Unit 1

lptro(fuct_iun to Data Yisuntizallon:l)cﬁnition, methodology, sevenstages of data visualization, D
VT;"Uﬂ'l?ﬂUUﬂtODIS. Visuahzing Data: Mapping data onto aesthetics, Visualizing amounts,Visualizing Distribution®
Histograms and density Plots, Visualizing Propositions: Visualizing associations among two or morc quantitat™’

;:gablcs, Visualizing Time Series and otherFunctions of an independent variable, trends, Visualizing geospalt?
/




Unit 11

Interactive Data Visualization: Introduction to D3, Fundamental Technology The Web, HTML, DOM, CSS,
JavaScript, SVG. D3 setup, generatingpage clements. Bindingdata, Drawing with data, Scales: Domains
andranges,Normalization, Creating a scale, Scaling the scatter plot, other methods and other scales;, Axes,

Modernizing the chart,Update the data, Transition, Updates, Interaciiaty

Unit 11

D3 Based Reusable Chart Library: Sctup and deployment, Generate Chart, Customize Chart Additional axs,
Show axis labels,Change chart type, Format values, size, color, padding, toltip, Use APIs Load and unload, Shcw
and hide, Focus, Transform, Croups, Grid, regions. Flow Revert, Toggle, legend, Sub chan, Zoom, Resize;
Customize Style, Building Real ime and live updating animated graphs withC32

Unit IV

Introduction to Tableau:Environment Setup, Navigation, File & Data Types, TA SOURCE: Custom data view,
ExtractingData, Ficlds operations, editingmeta data, Data joining, Data blending, Workshests.

Basic and Advanced Charts in Tableau:Bar chart, Line chart, Pie chart, Scatter plot, Bubble chart, Gantt chan,
Histograms, Waterfall charts. Dashboard, Formatting, Forecasting, Trend Lines.

Text and Reference Books and Links:
I.  Ben Fry, Visualizing Data: Exploring and Explaining Data with the Processing Environment, O'Reilly, 1*
Edition, 2008.
2. Scott Murray, Interactive data visualization for the web An Introduction to Designing with D3, O'Reilly,
2™ Edition, 2017.
3. Joshua N. Milligan, Learning Tableau 2019: Tools for Business Intelligence, data prep. and visual
analytics, Packt Publishing Limited, 2019.
4. Claus O. Wilke, Fundamentals of Data Visualization: A Primer on Making Informatrve and Compelling
Figures, O.Reilly, 2019.
5. Ritchie S. King, Visual Storytelling with D3 An Introduction to Data Visualization in JavaScript. Addison-
wesley Data and Analytics, 2014.
6. ;.-Zlijnh Meeks, D3 js in Action. Data visualization with JavaScript, Second Edition, Manning Publications,
017.
Lindy Ryan, Visual Data StoryteHing with Tableau. 1* Editton, Pearson, 2048

C‘i;:ie NussbaumerKnaflic, Storvtelling with Data: A Data Visualization Guide for Business Professionals
iley, 2015. '
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Software Defined Networks

(iel_ural Couru Information
Course Code: PEC-CSEAI405-1/
PEC-CSE410-T/ .
PEC-IT410-T | Max. Marks: 100 (Internal: 30; External: 70)

| Three minor tests, each of 20 marks, will be conducted.
" “The third minor will be conducted in open book mode by
| the Course Coordinator. No date sheet will be issued for
the third minor at the level of the Departments. For the
purpose of internal assessment, the average of the highest
Mode: Lectures (L) marks obtained by a student in any of the two minor
examinations will be considered. All the minor
examination question papers will be prepared and
evaluated by following the Outcome Based Education
framework. Class Performance will be measured through
percentage of lectures attended (4 marks) Assignments (4
marks) and class performance (2 marks).

Course Assessment Methods:

Course Credits: 3
Type: Professional Elective

Contact Hours: 3 hours/week

Examination Duration: 3 hours

The end semester examination will be of 70 marks. For
the end semester examination, nine questions are to be set
by the examiner. All questions carry equal marks.
Question number one will be compulsory and based on
the entire syllabus. It will contain seven short answers
type questions. The remaining eight questions are to be
given by setting two questions from each of the four units
of the syllabus. A candidate is required to attempt five
questions in all, one compulsory and any other four
questions by selecting one from each unit.

Pre-requisites: Programming in C/C++/Java

About the Course:

Software Defined Networks is a result of improvement of flexibility of Netwerk Control. To make the Networks
Programmable it was deemed necessary to separate the Control Plane from the Data Plane. SDN Controllers are
inserted into the Network to realize Network Virtualization. OpenFlow protocel and Miminet framework are

used to design SDN. This Course is considered as a necessary addition in the Curriculum of B. Tech. (CSE/IT)
from professional point of view.

Course Qutcomes: By the end of the course students will be able to:

COL. outline Software Defined Networks and its various components. (LOTS: Level 1: Remember)

CO2. explain techniques to make the Network Programmable for better flexibility. (LOTS: Level 2:
Understand)

CO3. use modern tools to implement SDN Controllers in a Network scenar’o. (LOTS: Level 3: Apply)

CO4. breakdown Virtual Networks into its components for controlling of metworks. (HOTS: Level 4:
Analyse)

COS. compare and contrast the working of SDN through various protocols. (HOTS: Level 5: Evaluate)

CO6. generate SDN using Application Programming Interface and compute its performance for a given
scenario. (HOTS: Level 6: Create)

2.)



Course Contents

Unit 1

Introduction: The need for Programmable Networks, Evolution of Software Defined Networks, Software
Defined Networks' Architecture and Design, Traditional Switch Architecture, Centralized and decentralized
Control Plane and Data Plane, IETF SDN framework, Scalability (Service provider Networks, ISP Automation),
Reliability (QoS and Service Availability), Consistency (Configuration management and Access Control

violations).

Unit 11

Openflow and Software Defined Networks Controllers: Control and Data Plane Separation, Evolution of
Openflow, SDN Controllers(POX, floodlight, openDayLight), Applicability of Openflow protocols in SDN
Controllers, scalable Programming for SDN Controllers.

Unit 111

Network Virtualization: Virtual Network, Abstraction of physical Network, Components of Virtual Network
(Virtual Switch, Bridge, Host-virtual adapter, NAT device, DHCP server, Network Adapter), Network as a
Service (Naa$S), Network Virtual Machine.

Unit IV

Software Defined Networks Programming: Programming Software Defined Networks, Northbound Application
Programming Interface, Current Languages and tools, Network Functions Virtualization, Software Defined
Networks implementation and Applications, Bandwidth Calendaring- Data Center Orchestration, Mininet. Use-
cases(Network Access Control, Virtual Customer Edge, Data center Optimization), Latest trends in SDN.

Text and Reference Books:
1. Paul Goransson and Chuck Black, Software Defined Networks: A Comprehensive Approach, First

Edition, Morgan Kaufmann, 2014.

Thomas D.Nadeau, Ken Gray, Software Defined Networks, O’Reilly Media, 2013.
SiamakAzodolmolky, Software Defined Networking with Openflow, Packt Publishing, 2013.
Kingston Smiler, Openflow Cookbook, Packt Publishing, 2015.

Doug Marschke, Jeff Doyle, PeteMoyer, Software Defined Networking: Anatomy of Openflow,
Volume-I, Lulu Publishing Services, 2015.
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Digital Image Processing

General Course Information ) S

Course Code: PEC-CSEAI06-T/ | Course Assessment Methods:

PEC-CSE408-T/ Max. Marks: 100 (Internal: 30; External: 70)

FBC-ITe08-T Three minor tests, cach of 20 marks, will be conducted. The
Course Credits: 3 third minor will be conducted in open book mode by the

| ) . ‘ Course Coordinator. No date sheet will be issued for the third
| Type: Professional Elective minor at the level of the Departments. For the purpose of
| Contact Hours: 3hours/weck internal assessment, the average of the highest marks obtained

) by a student in any of the two minor examinations will be
\ Mode: Lectures (L) considered. All the minor examination question papers will be

Examination Duration: 3 hours prepared and evaluated by following the Outcome Based

’ Education framework. Class Performance will be measured
] through percentage of lectures attended (4 marks) Assignments
| (4 marks) and class performance (2 marks).

' The end semester examination will be of 70 marks. For the end
' semester examination, nine questions are to be set by the
examiner. All questions carry equal marks. Question number
one will be compulsory and based on the entire syllabus. It will
contain seven short answers type questions. The remaining
eight questions are to be given by setting two questions from
each of the four units of the syllabus. A candidate is required to
attempt five questions in all, one compulsory and any other
four questions by selecting one from each unit.

Pre-requisites: knowledge of basic linear algebra, basic probability theory, basic programming techniques, and
Founer Transforms.

About the Course:

Digital Image Processing is a Professional Elective course that provides a theoretical foundation of digital image
processing concepts. This course provides a mathematical foundation for digital manipulation of images, image
acquisition, pre-processing, cnhancement, segmentation and compression. Students learn algorithms that perform
basic image processing operations (e.g., histogram processing, noise removal and image enhancement and
restoration). Algorithms for image analysis (e.g., image compression, image segmentation and image representation)
are explained.

Course Outcomes: By the end of the course students will be able to:

COl. State concepts related to image acquisition and processing. (LOTS: Level 1: Remember)

CO2. illustrate the principles and methods in image processing. (LOTS: Level 2: Understand)

CO3. apply mathematical functions for digital manipulation of images such as image acquisition, pre-
processing, segmentation, compression and representation. (LOTS: Level 3: Apply)

CO4. compare various image processing techniques. (HOTS: Level 4: Analysc)

COS5. assess the various image processing techniques for a given problem *(HOTS: Level 5: Evaluate)

CO6. design and implement algorithms for digital image processing operations such as histogram equalization,
filtering, enhancement, restoration and denoising, segmentation, compression. (HOTS: Level 6: Create)

Course contents
Unit I
Introduction and fundamental to digital image processing: What is digital image processing, Origin of digitalimage

proce.ss.mg. Examples that use digital image processing, Fundamental steps in digital image processing, Components
of digital image processing system, Image sensing and acquisition, Image sampling, Quantization and

/'t;& /



representation, Basic relatiomship between pixels Image enhancement m spatial domain and frequency domam

Hackground, Basic gray level transformation,

Histogram processing, Basics of spatial filtering, Smoothing and sharpening spatial and the frequency domain

filters

Unit 11

Image Restoration Image degradation/restoration Process, Noise models, Restoration m presence of nowse, Inverse
filtering, Mmimum mean square filtering, Geometric mean filter. Geometric transformations Color Image
Processing’ Color fundamentals, Color models, Basics of full color image processing. Colortransformations.

Unit IT1
Image Compression: Fundamentals, Image compression maodels, Error free compression, Lossy compression

Image Segmentation: Detection of discontinuities, Edge linking and boundary detection, Thresholding, Region
based scgmentation.

Unit IV
Representation, Description and Recognition: Representation-cham codes, polygonal approuimation and

skeletons, Boundary descriptors-simple descriptors, shape numbers, Regional deseriptors- simple, topological

descriptors.
Recognition: Pattern and Pattern classes.

Text and Reference Books:

Rafael C. Gonzalez and Richard E. Woods, Digital Image Processing, Pzarson Education.E4. 200
Anil K. Jain, Fundamentals of Digital Image Processing, Pearson Education, PHI, 2001

Tinku Acharya and Ajoy K. Ray, Image Processing-Principles and Applications, John Wiley & Sons.

Inc., 2005.
Chanda and D. Dutta Majumdar, Digital Image Processing and Analysis, PHI, 2003

oo —

PWS Publishing Company, Thomson Learning, 1999.

Milan Sonka, Vaclav Hlavac, Roger Boyle, Image Processing, Analysis. and Machine Vision. Ind edition.
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Reinfarcement [ earning

(;eneral Course Information )
[ Course Code PECCSEAIATT Course Assessment Vethods
Mar. Marks: 100 (Intarnal: M. External 79)

; o e Three minor tests sach of 10 marks will e crmudcterd
Type Professional Elective !Imd'mma il be conducted m open Seok mede _'r.hf'
| ; C or No date sheet mil be ssued for the Surd
i Contact Hours: 3hours/week ;r;s;u"rx;:rgg hr r:: el gl
| Mode: Lectares (L) internal assessment, the average of the highest marks H.i:r.n;
by a student n any of the rwo munor sramnations '.‘h. e
considered All the minor exarmmation GUESTIOn pagers Wil g€
prepared and evaluated by bilowng the Cmitcome Based
. Education famework Class Perfgrmance vl e meamgrd

The
{

Exammnation Duration 3 hours

| (4 rparks) and class performance (2 marfs)

‘l The =pd semester cxammation will be of 70 marks For the nd
| semester cxammation, nme questions are o b et v B
| exammer All questions carry squal maris (Jueston ';nn:-
| ome will be cornpulsory dnd based on die sntwe yllatus T e
conain seven short answers Type guestions [0e TImAING

. ! aitempt five questions m all. one compulsory and wny ofher
| four questiong by seiecting one fom each unxt R

Pre-requiisites: Pre-requisites: Probability and lgrear ajgabes, python programming. date sructr=s nd ugorthms
artificial intelliggnce, machine lcarning.

About the Course:
Reinforcement leamning is a paradigm that aims to model the tmal-and-error learmng process hat i3 needed 0 many
problem situations where explicit instructive signals are not avaslable The goal of the course s 1o nFoduce Be

basic foundations of reinforcement leaming, model-based lcaming. temporal difference lcaming and msembic
learning.

Course Qutcomes: By the end of the course students will be able to:

COl. describe the relevance of renforcement leaming and how does it compiement other ML
techniques. (LOTS: Level 1: Remember)

CO2. discussthe challenges in leaming from dynamic environment with mummal data and how
reinforcement learning overcome these challenges. (LOTS: Level 2 Understand)

CO3. apply various reinforcement and ensemble learning algonthms. (LOTS Level 3 Appiy)

CO4. :::llyu the performance of various reinforcement and ensemble learning methods. (HOTS Level 4

yze)
COS. Interpret the results of remforcement and ensemble learning algonthms. (HOTS. Level § Evaluate)
CO6. design reinforcement learmning algorithms for addressing novel problems (HOTS Level 5 Creae)

Course Contents
Unit 1

Introduction: Reinforcement Leamning, Elements of Reinforcement Learnmg, Limutations and Scope, relanonship
1o dynamic programming,

Multi-armed Bandits: A k-armed Bandit Problem, Action-value Methods, The [0-armed Testbed lacremental

Implementation, Tracking a Nonstationary Problem, Optimistic Initial Values, Upper-Confidence-Bound Action
Selection, Gradient Bandit Algonthms

P T TR T Ty e

trough percentage of lechures attended (4 marks; Assmgaments

fe:gh:qum:mnmbcg:venby ETEg WO ;uarms:‘rrm:
| cach of the four umits of the syllabus & candwiate s requred ©

2



Unit 11

Finite Markov Decision Processes: The Agent-Environment Interface, Goals and Rewards, Reward models
(infinite discounted, total, finite horizon, and average), Returns and Episodes, Policies and Value Functions, Optimal
Policies and Optimal Value Functhions

Dynamic Programming: Policy Evaluation (Predictign), Policy Improvement, Policy Iteration, Value Iteration
Monte Carlo Methods: Monte Carlo Prediction, Monte Carlo Estimation of Action Values, Monte Carlo Control

Unit 111

Temporal-Difference Learning: TD Prediction. Advantages of TD Prediction Methods, Optimality of TD (0),
Sarsa, Q-lcaming. Expected Sarsa , Maximization Bias and Double Learning

n-step Bootstrapping: n-step TD Prediction, n-step Sarsa, n-step OfF Policy Learning, The n-step Tree Backup
Algorithm. A Unifying Algonithm: n-step Q(o)

Imit TV
Policy Gradient Methods: Policy Approximation and Advantages, Policy Gradient Theorem, Monte Carlo Policy
Gradient, Renforce with Baseline, Actor—Critic Methods, Policy Gradient for Continuing Problems
Applications and case studies: TD-Gammon, Samuel's Checkers Player, Watson‘s Daily-Double Wagering,
Optimizing Memory Control, Mastering the Game of Go, Personalized Web Services, Reinforcement learning in
robotics

Text and Reference Books and Links:

1. Sutton and Barto, Reinforcement Learning An Introduction, The MIT Press Cambridge, Massachusetts
London, England, 2015.

2. Zhou andZhi-Hua,Ensemble Methods: Foundations and Algorithms, Chapman & Hall/CRC, 2012

CsabaSzepesvari, Algorithms for Reinforcement Learning, Morgan & Claypool, UnitedStates,2010.

4 Tesawo, Temporal Difference Learning and TD-Gammon, Communications of the Association for
Computing Machinery, 1995.

5. Dimitri P. Bertsckas, Reinforcement Learning and Optimal Control, 1st Edition, Athena Scientific, 2019.

[N
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Edge and Fog Computing

Course Code PEC-CSEAI408-T Course Asscssment Methods:
| Max. Marks: 100 (Internal: 30; External: 70)
| Course Credits: 3
' ) Three minor tests, cach of 20 marks, will be conducted. The
Type: Professional Elective third minor will be conducted in open book mode by the
Course Coordinator. No date sheet will be issued for the third
minor at the level of the artments. For the purpose of
Mode: Loctures (L) internal assessment, the avcr?;r of the highest marf?s obtained
by a student in any of the two minor examinations will be
considered. All the minor examination question papers will be
| . prepared and cvaluated by following the Outcome Basced
{ Education framework. Class Performance will be mcasured
through percentage of lectures attended (4 marks) Assignments
(4 marks) and class performance (2 marks).

The end semester examination will be of 70 marks. For the end
semester examination, nine questions arc to be set by the
examiner. All questions carry equal marks. Question number -
one will be compulsory and based on the entire syllabus, It will
cogtain seven short answers type questions. The renmaming
cight qugstions are to be given by setting two queshions fed
each of the four units of the syllabus. A candidate is required to |
atlempt five questions in all, one compulsory and any other
faur questions by selecting one from each unit. ]

General Course Information . — ]
[
|

Contact Hours. 3hours/week

Examwmation Duration. 3 houss

Pre-requisites: Basics of Cloud Computing and Internet of Things.

About the Course:

Responding to the ever-increasing bandwidth demands of the loT, Fog and Edge computing concepts have been
developed 10 collect, analyze, and process data more efficiently than traditional cloud architecture. This course will

provide the design concepts, frameworks, and applications in Fog and Edge computing.

Course Outcomes: By the end of the course students will be able to:
COIl. recallthe basic principles, architectures of edge and fog computing.(LOTS: Level 1: Remember)
CO2. discuss the storage and computation in edge and fog computing paradigm. (LOTS: Level 2: Understand)
CO3. realize the improved performance of Internet of things by exploring the edge and fog computing paradigm

(LOTS: Level 3: Apply)
CO4. analyze the performance of the applications developed using fog architecture (HOTS: Level 4: Analyze)

CO5. design and implement Intemet of Everything (IoE) applications through fog computing architecture.
(HOTS: Level 6: Create)

Course Contents

Unit |
Introduction of Edge and Fog Computing: Internet of Things (IoT) and New computing paradigms, Emergence
of edge computing, Fog computing: A platform for Internet of Things and analytics, Legal aspects of operating loT

applications in the fog

Edge Arclﬂlcc_ture: Mulu-Ther cloud computing framework; Data services with clouds at home, Leveraging mobile
devices to provide cloud service at the edge; Fast, scalable and secure onloading of edge functions.

—

@i 12




Unit 1l

Integrating loT + Fog * Cloud Infrastructures: Systern modeling and research Challenges. Management and
Orchestration of network shices m 5G, Fog, Fdge, and Clouds

System Design: Optimization problems in fog and edge computing, Middleware for fog and cdge Computing
Design 1ssues, A Lightweight container middleware for edge cloud architectures

Unit 111

Data Processing: Data management in fog computing, Predictive analysis (o support fog applhcation deployment.
using machine learning for protecting the security and privacy of Internet of Things (IoT) systemns. fog Computing
realization for Big data analytics

Unit IV

Applications and Case Studies: Fog computing realization for big data analytics, sxplosting fog computmz
health monitoring, Smart surveillance video stream processing at the edge for real-ume human objects wacking, Fog
computing model for evolving smart transportation applications.

Text and Reference Books and Links:

. R. Buyya and S N. Srirama,Fogand Edge Computing Principles and Paradigms. Wiley-Blackwell, 1019
2. Ajit Singh, Edge Computing Simply in Depth, Amazon LLC, 2019

3. CaoJie, Zhang, Quan, Shi, and Weisong,Edge Computing A Primer. Pearson Education, Sprmger, 10138

4. Assad Abbas, Samee U Khan, Albert Y Zomaya Fog Computing — Theory and Practice. John Wiley &
Sons, 2020. :

Zaigham Mahmood, Fog Computing Concepts, Frameworks and Technologies Springer. 2013

Amir M. Rahmani, PasiLiljeberg, Preden, and Axel Jantsch, Fog Computing in the [aternet of Things -
Intelligence at the Edge, Springer International Publishing, 2018
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Natural | anguage Processing

General Course Inlor!mmm ‘
[ Course Code PECCSEAIAG9.T  nurse Asessment Vethads:

¢ Credits 1 Mar Marks 100 (Internal: 10 Feternal 79)
| ourse L redits

Type: Professiomal Elective third minor will he conducted m open book made by the
Contact Hours Vhours/ week Course Conrdinator N date thest will b wsued for he -tr.wi

minor at the level of the Departments For the puarpose of
hlode: Lactures, (1) internal assessment, the sverage of the highest marics obtamed

by a student in any of the rwe mnor sxarmmnations will be
| comsidered Al the minor sxammation question papers #ll be
prepared and evaluated by following the Omtcome Based
Bducation framework (lass Performance will be measured
through percentage of lectures amtended (4 maris) Assigrments

(4 marks) and class performance (1 maric)

The end semester exammation will be of 70 marks For the md
semester stammation, nine guestions arc ‘o Se et Y he
| cxaminer All questions carry squal marks (uestion fumber
" one will be compulsory and based on the mtirz syllabus |8 wll
| contain seven short answers fype questioms. e remaming
eight questions are to be given by setting Two questions from
each of the four unsts of the syllabus A candidate 8 reguarzd 'o
attempt five questions in all, one compulsory and amy othe
_| four questions by selecting one fom cach umit

Examimnation Duration 3 hours

—_— S —

Pre-requisites: Basic of machine learning and data mining

About the Course:

Natural Language processing (NLP) has a wide scope of application sentiment analysis, opimion mmng, -farser
summarization and question answering. This objective of coursé 15 to grve exposure o students about dasic “asks
and principles i natural language processing. The course covers pre-processing of lext, anguage models and
sentiment analysis using Bayesian and Logistic regression frameworla.

Course Outcomes: By the end of the course students will be able to:

€Ol definethe basic vocabulary and terminology used in NLP (LOTS Level | Remember)

€02, describe regular expressions, text processing, N-grams, sentiment analyms, NLP applcanons and
challenges. (LOTS: Level 2: Understand)

€03 solve problems pertaining to NLP tasks (LOTS: Level 3° Apply)

CO4. compare the various language models and NLP algonthms. (LOTS Level 4 Anabvse)

COS. cvaluate language models andNLP algonthms. (HOTS Level 5 Evaluate)

Course Contents

Unit |

Introduction © NLP, Ambiguity, Models and M
perspective and Latest developments in NLP

Reiular expressions: Basic regular expression patterns, Dispunction, grouping and precedence, Eramples, Advanced
operators, Regular expression substitution, Fimite state automata. Formal languages, Non -determmistic FSAs, Usin
NFSAs to accept strings, Regular languages and FSAs o )
Text Processing and Tokemisation: English morphology, Finite-state morphological parsing, Building a finute state

;cx;c«m. Fimte state transducers, FSTs for morphological parsing, Combining FST lexicon and rules, Levcon-free
STs |

{ j Sy

gonthms, Language thought and understanding, Histofical

[heee miner tests, sach of 10 marks, will be conducted The |



Uit 11

Words and sentence tokenization, detecting and corecting spelling errors, Words, Corpora, Text normalization,
Mmmmum adit dhstance

NeGirams Countmg words in corpora, Simple N-grams, Training and test sets, Fvaluating language models,
Smoothing, advanced topics i language modelling

Veotor Semantics and Embeddings. Lexical semantics, Vector semantics, Words and vectors, Cosine for measuring
mmalanty, TFIDF. Weighing terms in vector, Pomtwase mutual information, Applications of TF-IDF, Word2vec,
Visuakizing embeddings, Semantic properties of embeddings, Bias and embeddings, Evaluating vector models

Umit 1N

Naive Baveman and Sentiment Classificaton: Traming the Naive Bayes classifier, Optimizing for sentiment
analysis, Naive Baves as a language model, Fvaluation, test set and cross-vahidation, Statistical significance testing
Classificaton with logistic regression, Multinomial logistic regression, Learming i logistic regression, The cross-
entropy loss function, Regulanzation, Leaming in multimodal logistic regression, Interpreting models

Unit IV

NLP Applications' Machine Translation: Machine translation using Encoder-Decoder, Details of Encoder-Decoder
model, Machine Translation evaluation, Biases and ethical issues, Text classification for sentiment analysis
Question answering and Information Retrieval: Information retricval, IR-based factoid question answering, Entity
lmking Knowledge based question answering, Using language models to do question answering, Classic QA
models, Evaluation of Factod answers

Text and Reference Books:
| Daniel Jurafsky and James H. Martin, Speech and Language Processing An Introduction to Natural
Language Processing. Computational Linguistics, and Speech Recogmtion, 2™ Editon, Prentice Hall,
Second Edition, 2009
Dan Jurafsky and James Martin, Speech and Language Processing An Introduction to Natural Language
Processing. Computational Linguistics, and Speech Recognition, 3rd Edition, 2023
Yoav Goldberg, Neural Network Methods for Natural Language Processing,
Morgan and Claypool, 2017
4 Chns Manning and Hinrich Schiitze Foundations of Stanstical Natwral Language Processing, MIT Press,
Cambridge, MA, 1999
< Steven Bird, Ewan Klein, Edward Loper, Natural Language Processing with Python - Analyzing Text with
the Natural Language Toolkit, O'Reilly, 2009, http //www nltk o1g/book/
& Dipanjan Sarkar, Text Analytics with Python, Springer, 2016,
bittps./Nink-springer -com proxy.uchicago.edu/book/10.1007%2F978-| -4842-2388-8
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Cognitive Systems

Goeneral Course Infor mation

Course Credits: 3
Twpe Professional Elective

Course Code I'FOCSEAT410-T

Course Assessment Methods:
Max. Marks: 100 (Internal: 30; External: 70)

Three minor tests, cach of 20 marks, will be conducted. The
third minor will be conducted in open book mode by the

S

Contact Hours: hours/'week | Course Coordinator. No date sheet will be issued for the third

Mode Lectures (L)

| minot at the level of the Departments. For the purpose of

| mternal assessment, the average of the highest marks obtained

Exammation Duration: 3 hours by a student in any of the two minor examinations will be

| congidered. All the minor examination question papers will be
| prepared and evaluated by following the Outcome Based

Education framework Class Performance will be measured
| through percentage of lectures attended (4 marks) Assignments
! (4 marks) and class performance (2 marks).

| The end semester cxamination will be of 70 marks. For the end
semesler examination, nine questions arc 1o be set by the
examiner. All questions carry equal marks. Question number
one will be compulsory and based on the entire syllabus. It will
contain scven short answers type questions. The remaining
cight questions are to be given by setting two questions from
cach of the four units of the syllabus. A candidate is required to
attempt five questions in all, one compulsory and any other
four questions by selecting one from each unit.

-Pré-nqm: M in basic _om{puld science, programming and artificial intelligence.

About the Course

This course covers introduction to the basic concepts of cognitive science and systems, hypotheses, models, methods,
issues and debates in cognitive science. The course encompasses the historical perspective and current debates on
cognitive systems and cthical issues involved in the domain Since the course is multi-disciplinary and situated at the
cross-section of Artificial Intelligence, Machine leaming, Psychology, Philosophy, and Linguistics, it involve quite a
few readings to understand the issues around cognitive science. Overall, it needs an open and inquisitive mind.

Course Qutcomes: By the end of the course students will be able to:

Co1
co2
Cco3
CO4
COs

CO6

Unit |

define the basic vocabulary and terms of cognitive science and systems. (LOTS: Level 1: Remember)
describe the fundamentals of cognitive concepts such as perceplion, knowledge representation,
reasoning, decision making, cognitive architectures, natural language processing ctc. (LOTS: Level 2:
Understanding)

apply techniques of knowledge representation and reasoning to model and solveproblems in cognitive
systems(LOTS: Level 3. Apply)

identify emerging wends and future diwections in cognitive systems for staying informed about
advancements and potential opportunities i the field (LOTS: Level 3: Apply)

analyze the historical perspectives and advancements in cognitive systems, recognizing their impact on
various fields and applications. (HOTS: Level 4° Analyse)

review criticallythe current debates on cognitive science and on applying cognitive systems. (HOTS:
Level §: Evaluate)

Course Contents

Overview of Cognitive Systems, Historical perspective on cogmitive systems, Perception and sensing, Knowledge
Representstion and reasonmng Logic, rules, concepls,analogies, images, connections, Cognitive architectures

Unit 11

The uterdisciplinary nature of cogniive science, cogniive science and mtegration challenge, Information
processing models of the mmd- Physical symbols systems and language of thought, Applying symbolic paradigm,
Neural Networks and distnibuted information processing, neural network model of cognmitive process, Challenges

» [



and applications of cognitive systems

Unit 1T
| anguage and Communication m Cognitive Systema Infroeiuction o natural [angiage procesnnd. Yt andd
cernantics in NLP. [ anguage understanding and gemeration [halog rystema Sentiment walyma and guen mamng

Unit IV

Cognitive Systems m Practice: Cognitive systems m health care ntelligent Virtual Assistants
robotics and autonomous  systems, Fihical and wocial phcations

ognTtTee pyelems m
of cognitive systems, Futurs Tends L

apphcations
Text and Reference Books:
I Paul Thagard. MIND. An introduction io Cognitive Science. MIT Press, Second sdition 10075
2 José Luis Bermidez, cognitive science An Introduction o the Science of the Wind Secomd B4 Cambrdgs
University Press, 2014
3. RichardG M. Morris, Lionel Tarassenko and Michael Kenward, Cagnitive Tystams  [nformation
Processing Meets Brain Science, Elsener, 2006
4 Frank C_Keil, (Eds.), The MIT Encyclopaedia of the Cogritive Scrences. MIT Press, 199
5 Jay Friedenberg, Gordon Silverman, Cognitive Science da Introduction (o the Ttudy of Mind_ Sage

Publications, 2006
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Deep Learning Tools Lab,

General Course Iq_fnrmauo! 7

Course Code: PCC-CSEATI401-p
Course Credits: 2

Type: Professional Core Lab. Course
Contact Hours: 4 hours/weck

Mode: Lab practice and assignments

Pre-requisites: Introduction to deep learning concepts and techniques

About the Course:
This is a lab course for hands on practice

|

| with Ultim_l_‘.'t_nal assessment marks.

" Course Assessment Methods :

Total Marks: 100 (internal: 50; external:50) L

| The internal and external assessment is based on the level of |

participation in laboratory sessions, timely submission of |
experimenty/assignments, the quality of solutions designed
for the assignments, the performance in VIVA-VOCE, the
quality of laboratory file and ethical practices followed.

There will be a continuous process for laboratory course
evaluation. Two internal examinations (each of 50 marks) for
the laboratory courses (Mimor Laboratory Evaluations: MLE
I and MLE II) will be conducted in the week before or after
the internal examinations for the theory courses. The overall
internal marks will be calculated as the average of the two
minor laboratory course evaluations. The course coordinator |
will conduct these minor evaluations in the slots assigned to |
them as per their timetable The Charperson of the
Department will only notify the week for the mternal
laboratory course evaluations. The marks for MLE | and ‘
MLE II must be submitted within a week of the conduct of |
these laboratory course evaluations.

|
The external examination will be conducted by cxtemal!
examiner appointed by the Controller of Examination along |
with the internal examuner, preferably the laboratory course
coordinator, appointed by the Chairperson of the |
Department. The final practical examination of duration |
three hours will be conducted only in groups of 20-25
students.

For implementing the spint of continuous evaluation, the
course coordinators will maintam the experiment-wise record
of the performance of students for the laboratory courses as
a part of their lab course file.

The course  coordinatorInternal  Examiners/External
Examiners will maintain and submit the bifurcation of marks
obtained by the students n mternal as well as external
evaluations in the prescribed proformas to the respective
departments in addition to submitting and uploading of
overall marks on the university portal as per the requirement
of the result branch. The laboratory course coordinator will
also conduct laboratory course exit survey and, compute and
submit the attainment levels of the course outcomes of the
laboratory course based on direct and indirect evaluation
components and submit it to the Chairperson office along

of deep leaming techniques such as simple neural network, CNN,




RNN, Transfer Learming using Keras, Tensorll

anous

ow and PyTorch. The students will solve and compare v

technigues for classification problems

Course (
col

co2

o3

o4 create lab assignment recor

COs demonstrate cthical practices, s¢

Jutcomes: By the end of the course students will be able to: ‘
implement decp leaming algorithms for solving simple and medium size classification problems

using moderm deep learming wools such as Keras, TensorFlow, PyTorch etc. (LOTS: Level 3:
Apply)

analyse the impact of parameter setting/tuning
solutions. (LOTS: Level 4: Analyse)

evaluate the performance decp learning algorithms on
Fvaluatc)

and activation functions on the resulting
various problems. (LOTS: Level S
d that includes problem definitions, solutions, results and conclusions.

(HOTS: Level 6: Create)
If-learning and team spirit. (LOTS: Level 3: Apply)

List of experiments/assignments:

s

A

10
11

Note:

The actual experiments/assignments will be designed by t

designed

and the levels of the given course oulcomes.

prepared

Install deep learning frameworks like Keras, TensorFlow and PyTorch.
Build a feedforward NN to classify Iris dataset using Keras. Experiment with different activation
functions and compare the impact on the performance of the NN.
Implement a feedforward neural network from scratch using NumPy. Train the NN on any
synthetic/real world dataset to perform binary classification. Experiment with different activation
functions and compare the performance of the NN.

Create a neural network to classify handwritten digits using
Implement a CNN architecture to classify handwritten digits from MNIS

feature maps from different layers to understand lecarnt features.
Implement a CNN architecture for image classification on the CIFAR-10 dataset or any other dataset.

Analyse the effect of varying hyperparameters such as filter size, stride and, pooling method. Visualise
the intermediate layer outputs and discuss the feature learned by different layers.

Build an RNN model to perform sentiment analysis on Movie reviews (e.g., IMDB dataset)

Implement a character-level RNN to generate text sequences.

Fine-tune a pre-trained CNN (c.g. VGG16. ResNet) on any image dataset of your choice for
classification Compare the performance of fine-tuned model with training a CNN from scratch.
Implement the YOLO object detection algorithm to detect objects in images.

Choose a suitable problem from domain such as healthcare, finance, robotics, surveillance etc. and

design deep learning solution using appropriate frameworks and tools.

MNIST handwritten digits dataset.
T dataset. Visualize filters and

he course coordinator. One assignment should be

10 be done n groups of two or three students. The assignments must meet the objective of the course
The list of assignments and schedule of submission will be

by the course coordinator at the beginning of the semesler.

s> &
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Major Project Part I

General Course Information -
Course Code PROJ-CSEAI40] Course Assessment Method (100)

An internal evaluation is done by a committee of two teachers
constituted by the Chairperson of the Department.

Course Credits: 4

Mode Self leaming under the guidance of
faculty members

Contact hours- § hours‘weck The criteria for evaluation are given below.

Literature review: 20

Problem formulation: 20

Basic knowledge of the tools:20
Organisation and presentation of synopsis: 20
Level of Ethics followed: 20

kW=

About the major project Part I:
Students start working on their project work in seventh semester. Students do the background research for

identifying appropriate problems, methodology and tools for their respective project works to be culminated in

eighth semester. They prepare a synopsis of the project work to be carried out. At the end of seventh semester,
cach student is required to prepare a synopsis in the format provided and present it in front of a committee
constituted by the Chairperson of the Department. Students can carry out projects in groups of two. In case of
group project, the size of the problem should be significant, and members of the group must specify their

individual contribution

Course Outcomes: After doing Major Project Part 1 students will be able to:

CO1. evaluate criticallythe existing solutions and methodologies through reviewing literature. (HOTS:
Level 5: Evaluate)

CO2. formulate suitable Al and ML problems to be addressed. (HOTS: Level 6: Create)

CO3 identify tentative modern Al and ML tools to solve the problem. (HOTS: Level 4: Analyse)

CO4. organise and communicate (Written and oral) ideas effectively. (HOTS: Level 6: Create)

CO5. develop methodologies that meet ethical, socictal and legal considerations. (HOTS: Level 6: Create)

Note: The project for the students of B.Tech. CSE (AIML) must involve components of Artificial
Intelligence and Machine Learning. A simple website development or simple database applications will
not be accepted toward the project work. Therefore, the students are advised to select appropriate topic

for their projects in consultation with their guides.

Ll
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Industrial Training

General Course Information

[ Course Code: INT-CSEAI30! ‘ Course Assessment Methods (100 Marks) -
- An internal evaluation is done by a faculty member appointed by the

Course Crodits: | Chairperson of the Department.

Mode: Industrial Training

Ninternship Sigu@ﬁcmoe and originality of the problem addressed and the solution

provided: 20

Knowledge of the problem domain and tool used (VIVA-VOCE):25

Report Writing: 20

-‘ Judgement of the skill leamnt and system developed: 20

‘ Level of ethics followed: 15

About the Industrial training:
Students do an Industrial Training of 4 to 6 weeks after fourth semester. They are expected to leam novel skills
and develop some software application during the training period.

After doing training students will be able to:

COL. review the existing systems for their strengths and weaknesses. (HOTS: Level 4: Analyse)

CO2. address novel problems in an original and innovative manner (HOTS: Level 6: Create)

CO3. select and apply modem engineering tools. (LOTS: Level 3: Apply)

CO4. evaluate the system developed critically with respect to the requirement analysis and other similar
systems. (HOTS: Level 5: Evaluate)

COS. prepare training report by organising ideas in an effective manner.

CO6. follow ethical practices while doing the training and writing report. (LOTS: Level 3: Apply)

Note: The Industrial training/Internship must be carried out preferably in the domain of Al and ML.

B,
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Big Data Analytics

General Course Information B . B o
[ Course Code: PCC-CSEAI403-T/ Course Assessment Methods:
Max. Marks: 100 (Internal: 30; External: 70) [

| Course Credits: 3

] ! X Three minor tests, cach of 20 marks, will be conducted. The

| Type: Profesional Core third minor will be conducted in open book mode by the

| Contact Hours: 3hours/week Course Coordinator. No date sheet will be issued for the third
Mode: Lectures (L) minor at the level of the Departments. For the purpose of

internal assessment, the average of the highest marks obtained
Examination Duration: 3 hours by a student in any of the two minor cxaminations will be
considered. All the minor examination question papers will be
prepared and cvaluated by following the Outcome Based
Education framework. Class Performance will be measured
through percentage of lectures attended (4 marks) Assignments
(4 marks) and class performance (2 marks).

The end semester examination will be of 70 marks. For the end
semester examination, nine¢ questions are to be sct by the
examiner. All questions carry equal marks. Question number
one will be compulsory and based on the entire syllabus. It will
contain seven short answers type questions. The remaining
eight questions are to be given by setling two questions from
each of the four units of the syllabus. A candidate is required to
attempt five questions in all, one compulsory and any other
four questions by selecting one from each unit. J

Pre-requisites: Statistics, Data Analytics and data mining

About the course:
This course aims to equip the student with emerging field of big data analytics. Students achieve this through

developing understanding of Big data analytics techniques and principles in typical real world scenarios. The course
teaches students to understand as well as apply data analytics to big data projects.

After doing training students will be able to:

COl. outline the basic terminology of big data analytics. (LOTS: Level |: Remember)

CO2. describebig data analytics techniques,MapReduce, Hadoop environment, processing data in distributed
file systems, applications of big data analytics etc. (LOTS: Level 2: Understanding)

CO3. applybig data techniques and tools to address the problems in big data domain. (LOTS: Level 3: Apply)

CO4. analyze the big data techniques and tools for different scenarios. (HOTS: Level 4: Analyse).

COS5. interpret the outcomes/results of big data algorithms. (HOTS: Level 5: Evaluate).

CO6. design complete frameworkto address big data problems. (HOTS: Level 6: Create).

Course Contents
Unit-1
Introduction: Overview of Big data, Characteristics of big data.

MapReduce: Distributed File System, MapReduce, and Algorithm using MapReduce.
MapReduce using Hadoop: A weather dataset example, Analyzing data with UNIX tool, Analysing data with

Hadoop, Scaling out, Hadoop streaming and Hadoop pipes.
Unit-11

Hadoop distributed file system: The Design of HDFS, HDFS Concepts, The Command-Line Interface, Hadoop File

systems, The Java Interface, Data Flow, Parallel Copying with distcp, Hadoop Archives.
1
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Unit-111

The stream data model, sampling data in a stream, filtering strcams, counting distinet clements in a Strean,

estimating moments, counting ones in a window, decaying windows.

Unit-IV . . ; .
Pig: Installing and Running Pig: execution type, running pig programs, grunt, Pig Latin cditors, An example in Pig

Latin, generating examples, Comparing with databases, Pig Latin structure, statement, expression, types, schemag,
function and macros.

Hive: Installing Hive, Hive shell, Hive example illustrating use of hive, running hive, hive services, the metastore,
Comparing Hive with traditional databases.

Hbase: Hbasics, Concepts: Whirlwind Tour of Data Model, Implementation; Installation, Hbase versus RDBMS

Text and Reference Books:

1. Tom White, “Hadoop: The Definitive Guide”, 3rd Edition, O"reilly, 2012

2. Anand Rajaraman and Jefrey David Ulman, “Mining of Massive Datasets”, Cambridge University Press,
2012.

3. EMC Education Services, “Data Science and Big Data Analytics: Discovering, Analyzing, Visualizing and
Presenting Data”, Wiley publishers, 2015

4. Zikopoulos, Paul, and Chris Eaton. Understanding big data: Analytics for enterprise class hadoop and
streaming data. McGraw-Hill Osborne Media, 2011.

5. Big Data, Black Book: Covers Hadoop 2, MapReduce, Hive, YARN, Pig. R and Data Visualization, DT
Editorial Services

6. DBart Baesens, “Analytics in a Big Data World: The Essential Guide to Data Science and its Applications”,
Wiley Publishers, 2015.

7. Fundamentals of Business Analytics by R.N. Prasad, Seema Acharya, Wiley.

8. Buyya, Rajkumar, Rodrigo N. Calheiros, and Amir Vahid Dastjerdi, eds. Big data: principles and
paradigms. Morgan Kaufmann, 2016.
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Introduction to Robotics
General Course Information )
Course Code PEC-CSEAI411-T Course Assessment Methods:
| Max. Marks: 100 (Internal: 30; External: 70)

? Three minor tests, each of 20 marks, will be conducted The
| third minor will be conducted n open hook mode by the

Course Credis: 3

Type: Professional Elective

Contact Hours: 3hours/week | Course Coordinator. No date sheet will be issued for the third
| minor at the level of the Departments. For the purpose of
Mode: Lectures (L) | internal assessment, the average of the highest marks obtained

a student in any of the two minor examinations willl be
considered. All the minor cxamination question papers will be
prepared and evaluated by following the Outcome Based
Education framework. Class Performance will be mcaswed
through percentage of lectures attended (4 marks) Assignments
(4 marks) and class performance (2 marks)

Examination Duration: 3 hours

examiner. All questions carry equal marks Question number
one will be compulsory and based on the entire syllabus I! will
contain seven short answers type questions The remaining

each of the four units of the syllabus A candidate 15 required to
attempt five questions in all, one compulsory and any other
four questions by selecting one fom each umit.

Pre-requisites: Basics of digital electronics, programming

About the Course:

This course offers a comprehensive understanding of robotics, automation, and their applications n various
industries. The course includes basic principles, practical implementations, and the integration of automation
technologies into robotic systems. Students will gain hands-on experience with industry-standard tools and software,
fostering the development of skills crucial for careers in the rapidly evolving field of robotics and automation

After doing training students will be able to:

COl. define fundamental vocabulary and concepts of robotics including kinematics, dynamics, control theory.
robot architectures, PLCs, Sensors, actuators etc. (LOTS: Level 1: Remember)

CO2. describe process of industrial automation, common components such as PLCs sensors and actuators,
programming automation systems, decision making and control algonthms. ethical and social issues
involves in robotics etc. (LOTS: Level 2: Understanding)

CO3. apply robotics fundamentals, programming techniques and algorithms to soive robotics problems.
(LOTS: Level 3: Apply)

CO4. analyze basic robotics systems. (HOTS: Level 4: Analyse).

CO5. design simple robotic systems. (HOTS: Level 6: Create).

Course Contents
Unit I

Introduction to Robotics and Automation, Historical development and milestones, types and classification of robots,
Robot components-sensors, actuators, controllers. Robot kinematics and dynamucs, Robeot architecture and control
systems

Robotics Perception and Sensing: Robotics perception-vision, proximity, and other sensors, sensor fusion and
environmental awareness, Case studies on real applications.

Unit 11

Robot Decision Making and Control: Introduction to dec
?rogrammmg basics for robot control,

Pyndnmmlals of Industrial Automation: Overview of industrial automation, Intreduction 1o Programmable Logic
Controls, Role of sensors and actuators in industry settings, Basi

: : actu cs of PLC programming, Logic ations and
ladder logic, Industrial communication protocols, Integration of automation systems using prgot:ﬁs. e

ision making algorithms, control methods in robotics,

The end semester examination will be of 70 marks. For theend |
semester examination, nine questions are to be set by the |

eight questions are to be given by sefting %0 questions from |



Unit 1M1

Advanced Robot Control: Advanced control techniques in robotics, Path planning and optimization, Robot
simulation and modelling.

Robot Programming and Software: Programming language for robotics, Softwarc development for robot
applications, Introduction to ROS

Unit IV

Robot Learning and Adaptation: Machine lcaning in robotics, Adaptive leaming algorithms, applications of leaming
in robotics systems

Ethical Considerations in Robotics: Ethical issues in robotics automation, social impact and responsibility,
discussion on current cthical dilemmas and case studies

Integration of robotic systems with automation, Challenges and solutions in system integration.

Text and Reference Books and Links:

1. Nicolaus Correl, Bradley Hayes, Christoffer Heckman and Alessandro Roncone, Mechanisms, Sensors,
Actuators and Algorithms, MIT press, 2022.

2. AK. Gupta, Industrial Automation and Robotics: An Introduction, Mercury Leamning and Information,

2017

Alok Mani Tripathi, Learning Robotic Process Automation, Packt Publishing Ltd., 2018

4 Gerardus Blokdyk, Robotic Process Automation A Complete Guide, 2020.

e



)

<7

= »
ﬂ.l\.\

.ﬁ. R B 1 - —
L HIPIVASD-Ddd siwewuieny jo pax]
——
G S . A R A A A O Y A S B S (31031 19 PAYT S LOH) ‘Swsks anoqoa djduns udaqg 0D
L .+Iip. w ) i . - - R O A I S A (3sheury [ [2A] 'S LOH) SWASAS $9N0qO1 J1SRq AZA[EWY $OO)
v 1 ” tlelelels (A1ddy ¢ AT :§107) Swajqoid sonogos
o ﬁ 3A108 0 swipuodie pue sanbruyos SurunuesSod ‘symuowrEpuTy sonoqos Aidde 0D
- ” (3urpumsiopur) -7 9AY]
¢ T - - < ‘SLOT) 912 $IN0QOI U1 53AJ0AM SInss) ‘ 3
” tlele] - = | SINSS) [E1208 pue [BONPS ‘sunpuo[e j0Nued
_ PLE V|2 |pue Suoww worsioop smomss uonewoine JurwuresSoid ‘sioenoe pue siosuss
L i | $1d 5 (ns siusuodwos uowwos ‘vonewome [eLnsnput jo ss2001d aqUISIP 70D
: - . (Pquway ;| 2497 :SLOT)
L || [ s v e s o o
” ! N du ! $anoqol jo U0d pue Lrejnqesoa [B1ue au :
rIOSd | [BBurRpuUny Jul) 10
1084 €108d 71041104 0104 | 604 80d |LOd (904 |50d |#0d |£0d [20d [ 104 naa.aouauc:aw

(L-TIPIVESD-D3d) $900q0Y 03 wopanpoyuy xuneyy uonEINILY 04-0)

ST EE RS S S e ey e i SR -



General Course Information

Comrse Code PECCSEAI2T/

PEC-CSE417-T
PEC-IT406-T

Conzrse Crodits 3

Twpe Professional Elective
Costact Hours: Jhours/week
Mode Lectures (L)
Examinaton Duration: 3 hours

Digital Forensics

Course Assessment Methods:
Max. Marks: 100 (Internal: 30; External: 70)

" Three miner tests, cach of 20 marks, will be conducted. The

| Course Coordinator. No date sheet will be issued for the third

third minor will be conducted in open book mode by the |

minor at the level of the Departments. For the purpose of
internal asscssment, the average of the highest marks obtained
by a student in any of the two minor cxaminations will be
considered. All the minor cxamination question papers will be
prepared and evaluated by following the Outcome Based
Education framework. Class Performance will be measured |
through percentage of lectures attended (4 marks) Assignments
{4 marks) and class performance (2 marks).

The end semester examination will be of 70 marks. For the end
semester examination, nine questions arc to be set by the
examine. All questions carry equal marks. Question number
one will be compulsory and based on the entire syllabus. It will
contain seven shorl answers type questions. The remaining
cight questions are to be given by setting two questions from |

| each of the four units of the syllabus. A candidate is required to |
attempt five questions in all, one compulsory and any other |
|

four questions by selecting one from each unit. |

Pre-requisites: workmg kmowledge of WindowsMacintosh/Linux, Network security.

About the Comrse:
The course ca Diginal Forensics is zn mevitzble study in this information era. Computer crimes are on a hike by the

hackers 2zod cyber ciminals The peed 1o recover the deleted, hidden and corrupted files on
Windows/Macmtosh/Limm platforms pve an opportunity [0 offer digital forensics automating features. This will

give students 3 chanoe © study {aws of court 2gamst computer crimes commi

tted intentionally or inadvertently.

CmmBythe:ddthcmstudmﬂwﬂ]be:bleln:
 determine the hardware and operating system requirements for digital forensics.(LOTS: Level 1

Col

Coz

CO3.

Co4
oS

CO6

Usit I

Introduction to Digital Foreasics digizal cnmes, di
overniew of hardware and operating systems  structur
registry. boot process, disk and file system analysis, data acquisition

Remember)

represent dignzl forensics by organization of data and metadata in computer systems.

Understand)

Lewel 5. Evaluate)
imtegrate securnty of compul
6 create)

(LOTS: Level 2:

analyze file recovery and hidden file extraction technigues. (HOTS: Level 4: Analyze)

identify vanous types of forensics in the arena of in
critic the computer aimes by studying the security Laws and

formation technology. (HOTS: Level 4:Analyze)
legal Landscape around the world.(HOTS:

or systems with digial forensics and evaluate its performance. (HOTS: Level

Course content

gial mvcsllézlim, evidence, extraction, preservation efc.,
e of storage media/devices, Windows/Macintosh/Linux-
of physical storage devices.

LS

-



comtroly uncovering atacks hat

Data recovery: identifying hidden data, recavermg deleted fles, digital endence
recimirrmg swap fles

evade detection by event viewer, task manager and other windows GEUL twals. disk magng.,
temporary and cache files, automating analysis and exlending -apablities

Unit Tl

Network Forensics: collecting and analyzing network-based cvidence, reconsimictang web wowsing, el actroity.
intrusion detection, tracking offenders, windows registry changes o< Moknle Metwex forznucs T radnction,
investigations, collecting evidences, where to seck digital data for farther meestigations, Emasl wod database

forensics, memory acquisition.

Unit IV

Computer crime and legal issues: mtellectual property, privacy s, crmmmal justios vysem o formc,
audit/investigative situations and digital crime scene, mvestigative procedire standards for exirachon, preseranon
and deposition of legal evidence in a court of law

Text and Reference Books:

1. Thomas J Holt , Adam M Bossler, Kathryn © Seigfnied-Speflar, Cybercrime and O
Introduction, Routledge, 2015.

2. Cory Altheide and Harlan Carvey,Digital Forensics with Open Source Tools, Elsener publicanon, Agnil
2011.

3. B. Nelson, A. Phillips, F. Enfinger, C. Steuart, Guide to Computer Forensics ard Investigations £ zdwmom,
Thomson, 2009.

4, Michael Hale Ligh, Andrew Case, Jamie Levy, AAron Waliers, The Art of Memory Forensics Detecting
Malware and Threats in Windows, Linux, and Mac Memaory july 2014

Forensics An

n
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Social Network Analysis

General Course Information B S
Course Code PCC-CSEAI413.T ! Course Assessment Methods:
| Max. Marks: 100 (Internal: 30; External: 70)

Three minor tests, cach of 20 marks, will be conducted. The |
Type: Professional Elective | third minor will be conducted in open book mode by the
Contact Hours: 3hours/week | Course Coardinator. Mo date sheet will be issued for the third |

minor at the level of the Departments For the purposc of i
Mods: .[.ecturu (L) | internal assessment, the average of the highest marks obtamned |
| by a student m any of the two munor examinations will be |
considered. All the mmor examination question papers will be |
prepared and evaluated by following the Outcome Based |
Education framework. Class Performance wall be measwred |
through percentage of lectures attended (4 marks) Assignments ,

(4 marks) and class performance (2 marks) |
i

Course Credits: 3

Examination Duration: 3 hours

The end semester examination will be of 70 marks. For the end |
semester cxamination, nine questions are to be set by the
cxaminer. All questions carry equal marks. Question number |
one will be compulsory and based on the entire syllabus. Tt wall

contain seven short answers fype questions. The remammg
cight questions are to be given by settmg t'wo guestons froan
! cach of the four units of the syllabus. A candidate i3 requwred 1o |
! attempt five questions m all, one compulsory and any other

i four questions by selecting one fom each wit. 3

Pre-requisites: Background knowledge of statistics, data analysis techniques and scripting tools are meful

About the Course:
This course introduces concepts and theories of social network analyses. Applicanon areas includs human behavior,

community and trend detection, sentiment analysis, and development and visualize social network results.
Course outcomes: By the end of the course studentswill be able to:

COl.  recall the terminology associated with network science and analysis. (LOTS: Levei |° Remember)
CO2.  describeconcepts and algorithms of social network analysis. (LOTS. Level 2: Understand}

CO3.  applysocial network techniques to address the issues in the domain. (HOTS: Level 4- Apply)

CO4.  analyze the challenges forsocial network algorithms and privacy issues. (HOTS: Level 4 Analyze)
COS5.  judge the performance of various social network algorithms (HOTS: Level 5. Evaluaie)

CO6.  create novel techniques for social network analysis. (HOTS: Level 6: create)

Course content

Unit I

Introduction to network science, Descriptive netwark analysis. mathematical models of networks, latroduction to
seman-tlc web and limitations, Development of semantic web, Emergence of the Social Web, Social network
analysis,Expansion of social network analysis, Key concepts and measures in network analysis, E-sources for

network analysis,E-discussion networks, Blogs and I / 1
\ N . gs and online communities, Web-based netw 3
Social Network Analysis. reweris. Agphicaons of

Unit 11

ExtratI:l_ing process of web community from a series of web archive,detecting communities in social networks

Deﬂmtlgn of community,evaluating communitics, Methods for community detection and muning, Applications ﬂ.f
COI‘!?.m'Llllll?’ in mining algorithms, Tools for detecung communities, su.'u.l network m&asu'ucm;cs- pDi\:cmm! ed
online social networks, Multi-Relational characterization of dynamie soctal network communities l ’

€>->’ >

n



Unit 111

Understanding and predicting human behaviour for social communities, User data management, Inference and
Distribution,enabling new human experiences, Reality mining,Concept of context, Awareness and Privacy in online
social networks, Trust in online environment, Trust models based on subjective logic, Trust network analysis, Trust
transitivity analysis - Combining trust and reputation - Trust derivation based on trust comparisons - Attack

spectrum and counlermeasures.

Unit IV

Graph theory, Centrality, Clustering, Node-Edge Diagrams, Matrix representation, visualizing online social
networks, Visualizing social networks with matrix-based representations, Matrix and Node-Link Diagrams, Hybrid
representations, Applications, Cover networks, Community welfare, Collaboration networks.

Text Books and References:
1. J. Golbeck, Analyzing the social web, First edition.Morgan Kaufmann, Elsevier, 2013.

B. Furht, Ed., Handbook of Social Network Technologies and Applications. New York,Springer US, 2010.

2.

3. P.J. Camrington, J. Scott, and S. Wasserman, “Models and Methods in Social: Network Analysis,” 2005.

4. M. Tsvetovat and A. Kouznetsov, “Social Network Analysis for Startups”.

5. S. Wasserman and K. Faust, Social network analysis: methods and applications. in Structural analysis in
the social sciences, Cambridge, New York: Cambridge University Press, 1994.

6. 1. G. Breslin, A. Passant, and S. Decker, The Social Semantic Web. Berlin, Heidelberg: 2009.

7. G. Xu, Y. Zhang, and L. Li, Web Mining and Social Networking: Techniques and Applications. Boston,
MA: Springer US, 2011.
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Computer Vision

General Course Information
Course Code: PEC-CSEAI414-T
Max. Marks: 100 (Internal: 30; External: 70)

Course Credits: 3 t
: . Three minor tests, each of 20 marks, will be conducted. The thurd |
Type: Professional Elective minor will be conducted in open book mede by the Course |
Contact Hours: 3hours/week Coordinator. No date sheet will be issued for the third minor at the |
level of the Departments. For the purpose of internal assessment. the ‘
Mode: Lectures (L) average of the highest marks obtained by a student in any of the two |
minor cxaminations will be considered All the minor examination |
question papers will be prepared and evahated by following the
Outcome Based Education framework. Class Performance will be |
measured through percentage of lectures attended (4 marks) |
Assignments (4 marks) and class performance (2 marks). |

The end semester examination will be of 70 marks. For the end |
semester examination, nine questions are to be sct by the examiner E
All questions carry equal marks. Question number one will be [
compulsery and based on the entire syllabus. It will coniam scven
short answers type questions. The remaining eight questions are 1o
be given by setting two questions from each of the four units of the |
syllabus. A candidate is required to atternpt five questions m all, one
compulsory and any other four questions by selecting onc ffom cach
unit.

Pre-requisites: Linear algebra, Calculus, and. Basics of programming using python.

Course Assessment Methods:

Examination Duration: 3 hours

About the Course
Cqmputu' Vision includes methods of acquiring, processing, analysing and understanding digital images and
gaining insights from them. This course includes introduction to computer vision as a new advancement in
@cchnology. We start from understanding the concepts of images, colors, 2D-3D images. Then we understand about
image formation, image processing, technologies used for image classification and application of computer vision

Course Outcomes: By the end of the course students will be able to:
(C'Jgé :utlme the basicsof computer vision and image processing domain. (LOTS: Level 1: Remember)
. describe the fundamental concepts of image processing, sampli i I
) pling, image smoothing, filt
transformations etc.(LOTS: Level 2: Understanding) ® 5 & g
ggi fohieproblems usingimageprocessing and computer vision techniques. (LOTS: Level 3. Apply)
. analyzecomputer vision, image processing and deep leami gorithms iv caty 2
Eove) 4 Aot g ecp leaming algorit for diverse applicatons. (HOTS:
CO5. Design complete solutions by synthesisi kn i
g oot y synthesising your knowledge from computer vision, machine learnmng and

Course Contents
Unit-1

oudnetn  Computer Vo Bass o compuir vicn s iy snd splcaions, Lrmging o e
N 1ght, reflection and shading, optics, Imagi ices(Digi ;
transformations, 3D transformations, 3D rutauuns,SBDplo 2D pm?ccntgi::: cesOigiak Chonsa), Trge Formation: 2D

Unit-11

Image Processing: Need of ima i i

‘ : age processing, pixel transtorms, col { 1 i

P : ot i & ms, color transforms, histogram equali ine

imagﬁnglns.sc;?aa::_h_ ﬁl::crmg, examples uf‘lmcm' filering, band pass and steerable filters Y‘Jg:m-lirfqearalfﬁla cing tlmm
ion, Fourier transformation, 2D Fourier transformation and ;\pplicatio:,\s Wavelets unir;?cim;ai;?

Geometric Transformation. Sampling and Aliasing, image smoothing.
Q w
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Unit 111

Edge detection. Edges and gradient based edge detectors, Differentiation and noise, Feature extractions: finding
patterns, normalized correlation, human vision, the visual pathway and a model for early spatial vision.

Textures: analysis of textures, shape for textures and applications.

Unit IV

Introduction to Deep Learning: Supervised Leaming, Unsupervised leaming, Neural networks: Convolutional
Neural networks, network architecture, visualizing weights and activation function, applications of convolutional
neural network, 3D NN, recurrent NN, gencrative models.

Applications of Computer Vision: Image classification: Feature based methods, Face recognition, Object detection:
face detection, general object detection, Image segmentation. instance segmentation, medical image diagnosis, retail
and e-commerce, autonomous driving and augmented reality.

Text and Reference Books:
I. Richard Szeliski, Computer vision: Algorithms and applications, springer 2™ edition, 2022.
2. Forsyth and Pounce, Computer Vision: A modem approach, Pearson 2* edition, 2011

3. Shaprio, Linda G., Stockman, George C., Computer Vision, Pearson 1* edition, 2001.
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Patterp Recognition

General Course information
 Course Code: PEC-CSEAl s — S
' Course Assessment Methogy, —
Max, Mars; 10

Type: Professional Elective Three
Contact Hours: 3hours/week third

Course Credits: 3
0 (Interna): 30; Externa): 70)

1
Minof tests, each of 20 marks, will be conducted. The |
™nor will be conducted in open book mode by the
Course Coordinator. No date sheet will be issued for the third
Mode: Lectures (L) MInor at the leve| of the Departments. For the purpose of
Examination Duraion: 3 hours Lnterml assessment, the average of the highestl marks obtained
Y 2 student in any of the two minor examinations will be
considered. All the minor examination question papers will be
Prepared and evaluated by following the Outcome Based
Education framework Class Performance will be measured
through percentage of lectures attended (4 marks) Assignments
(4 marks) and class performance (2 marks)

The end semester examination will be of 70 marks. For the end
Semester examination, nine questions are to be set by the
examiner. All questions carry equal marks. Question number
one will be compulsory and based on the entire syllabus. It will
contain seven short answers type questions. The remaining
cight questions are to be given by setting two questions from
cach of the four units of the syllabus. A candidate is required to
attempt five questions in all, one compulsory and any other

four questions by selecting one from each unit.

Pre-requisites: Data mining, data analytics.

About the Course:

Course Qutcomes: By the end of the course studentswill be able to:

COLl. State the introductory fundamentals of pattern recognition, Maximum Likelihood and Bayesian
Parameter estimation, Linear discriminant functions, (LOTS: Level |: Remember)

CO2. Describe various types of pattem recognition concepts and techniques. (LOTS: Leve] 2- Understand)

CO3. Find solutions for Patter recognition problems. (LOTS: Level 3: Apply)

CO4. Analyzeclassification problems probabilistically and estimate classifier performance. (HOTS: Level 4;
Analyse)

COS. Evaluatethe performance of pattern recognition algorithms. (HOTS: Level 5- Evaluate)

CO6. Design algorithms and patiern recognition systems. (HOTS: Level 6: Design)

Course Content
Unit 1

Introduction - Basic concepts, Applications, Fundamental problems in pattem Recognition system design, Design
concepts and methodologies, The Design Cycle, Leaming and Adaptation., Examples of Automatic Pattern
recognition systems, Simple pattern recognition model, Decision and Distance Functions - Linear and generalized
decision functions, Pattern space and weight space, Geometrical properties, implementations of decision functions,
Minimum-distance pattern classifications. Bayes Decision Theory: Bayes Decision Theory, Minimum Error rate
Classification.

Unit Il

Maximum Likelihoed and Bayesian Parameter Estimation: Maximum Likelihood Estimation, Bayesian Estimation,
Bayesian Parameter Estimation, Gaussian Case and General Theqry‘ Hidden .Mar‘kov models; Non Parametric
Techniques: Density Estimation, Parzen Windows, K- Neargst Ieighbor EsUma_uon, Nearest Ngighbour rule,
Metrics and Nearest Neighbour Classification, Fuzzy Classification, k-Means jClustenng_, SeIIf-Orgamzm_g Maps.
Non Parametric Decision Making - Introduction, histogram, kernel Aand' w_‘mdow estimation,. Adaptive decision
boundaries, adaptive discriminate functions, Minimum squared error Discriminate functions,




Unit I

Linear Discriminant Functions: Linear Discriminant Functions and Decision Surfaces, Gmenhzed Discriminany
Functions, The two-category lincarly scparable case, Minimizing the perceptron criterion function, relaxation
procedures, non- separable behaviour, Minimum Squared- Error procedures. Support vector machines, Algorithm-
independent machine leaming-Bias and Variance, Bootstrapping-Adaboost Algorithm, Boosting, Bagging

i
Unit IV

Syntactic Pattem Recognition & Application of Pattern Recognition: Introduction, concepts from formal language
theory, formulation of syntactic patten recognition problem, syntactic pattern description, recognition grammars,
automata as pattern recognizers, Application of pattem recognition techniques in bio-metric, facial recognition, [RIS

scan, Finger prints, etc..
Text and Reference Books:

1. R O.Duda, P. E Hart and D. G. Stork, Pattem classification, John Wiley &amp; Sons, 2002.

2. C. M Bishop, Neural Networks for Pattern Recognition, Oxford University Press, 1995.
3. V.N. Vapaik, The Nature of Statistical Learning Theory, Springer, 2000.

4. N. Cristianini and J. Shawe-Taylor, An Introduction to Support Vector Machines, Cambridge University

PR
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Quantum Computing

General Course Information

Course Code: PCC-CSEAI416-T Course Assessment Methods:
Course Credits: 3 Max. Marks: 100 (Internal: 30; External: 70)

. 5 . Three minor tests, each of 20 marks, will be conducted. The
Type: Professional Elective third minor will be conducted in open book mode by the
Course Coordinator. No date sheet will be issued for the third
Mode: Lectures (L) minor at the level of the Departments. For the purpose of

internal assessment, the average of the highest marks obtained
by a student in any of the two minor examinations will be
considered. All the minor examination question papers will be
prepared and evaluated by following the Outcome Based
Education framework. Class Performance will be measured
through percentage of lectures attended (4 marks) Assignments
(4 marks) and class performance (2 marks).

Contact Hours: 3hours/weck

Examination Duration: 3 hours

The end semester examination will be of 70 marks. For the end
semester examination, nine questions are to be set by the
examiner. All questions carry equal marks. Question number
one will be compulsory and based on the entire syllabus. It will
contain seven short answers type questions. The remaining
eight questions are to be given by setting two questions from
each of the four units of the syllabus. A candidate is required to
attempt five questions in all, one compulsory and any other
four questions by selecting one from each unit.

Pre-requisites: Linear algebra and preferably basics of quantum mechanics.

About the Course

Quantum computing can be used to compute the answers to certain problems much faster than any classical system
or computer can. This course provides a concise introduction to quantum computing from a computer science
perspective. Initially we delve into the basics of linear algebra, complex vector space and quantum mechanics

etc.

required for the course. Subsequently, we take up on quantum gates, circuits and algorithms, error correcting codes

Course Outcomes: By the end of the course students will be able to:

COl.

co2.

CO3.

Co4.

COs5.

Unit-1

define the basic principles of linear algebra, quantum mechanics quantum gates, quantum circuits and
the related quantum computing concepts. (LOTS: Level 1: Remember)

describe the fundamental concepts of qubits, guantum gates, and quantum circuits, quantum
entanglement, quantum search algorithms and quantum error correction codes etc.(LOTS: Level 2:
Understanding)

applythe principles of quantum computing to solve problemsthat cannot be solved by classical
computing. (LOTS: Level 3: Apply)

illustrate the importance of quantum error correction techniques in building reliable quantum
computing systems. (LOTS: Level 3: Apply

analyzequantum algorithms, including their applications and advantages over classical algorithms.
(HOTS: Level 4: Analyse).

Course Contents

Review of Linear Algebra: Bases and linear independence, Linear operators and matrices, The Pauli matrices, Inner

product, Eigenvectors and eigen values, Adjoint and Hermitian operators, Tensor products, Operator functions, The
polar and singular value decomposition.

Introductory Quantum Mechanics: Basic principles of quantum mechanics, State space, quantum measurements,
distinguishing quantum states, projective measurements, POVM measurements, phase, composite systems:
Superdense coding, The density operator, The Schmidt decomposition and purifications, EP

R 3?1 Bell ipequality-




Unii-" d
ing Fundamentals: Qubits, Single aub:
tum Computing % Single qubit gates, Mutiple qub,
irca:“ yantum measurement and quantum state m”ap“ Bel ple qubitgates,
circut ,

quantum circuits, qubst copying
um teleportation. classical computation on a quangym compu
qu

| states, quanty i perpositi
X 1 parallelism and sy ition,
ter, The Deutch-forsa algorithm.

it -1

Quantum Circuits: Quantum algorithms, Single qubit operaions, Controlied cperations, Measurements, universal
quantum gales, WO Icyel unitary gates, single qubit and CNOT gates, A discrete set of universal upera'uom The

santum simulation lllusufatwe example, quantum fourier transform, quantum search algorithms: Gn;vcr's
Algorithm, Quantum Factoring: Shor's Algorithm,

Unit- 1V

Quantum Information and Quantum Error Correction: Quantum Entanglement, Classical noise and Markov process,

quantum operations, examples of quantum noise and quantum operations, quantum tzleportation and superdense
coding.

Quantum Error Correction: The three-qubit flip code, three qubit phase flip code, The Shar code, theory of quantum
error correction,fault-tolerant quantum computing,quantum cryptography.

Text and Reference Books:

1. Michael A. Nielsen and Isaac L. Chuang, Quantum Computation and (uantum, Information, Cambridge

University Press, 2000.

Noson S. Yanofsky and Mirco A. Mannucci, Quantum Computing for Computer Scientists, Cambridge
University Press, 2008,

3. Eleanor Rieffel and Wolfgang Polak, Quantum computing: A gentle introduction, MIT Press,
2014.

4. N. David Mermin, Quantum computer science: An introduction, Cambridge Univ. Press, 2007.

2.
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ourse Information:
(}t‘!‘f{&jc? pCC-CSEAI417
Cowr

Cours® Credits: 3

i 1 Elective
R Profgssmna
T)T’"
o

|
Mode

. Lectures (L)

i Exam Duration: 3 hours

Prerequislte:Background in differential calculus and basic maths.

About the Course

Dplimi;mtinn Methods

Course Agseqy

M ment Methods

ax. Marky: 100 (Internal- 19; External: 70)

Three m
1nor 1 pas
€818, cach of

will he conducted i

sheet wl| be Open book maode by the Course  oordinator No date

usued for the third minor at the level of the Departments.

For the .
' Purpose of internal assessment, the average of the highest marks
any of the two minor examunations will be |

obtained by 2 student

considered Al the minor " I will e ed
and evaluated by foll cxaminanon questim papers he prepar

C lowing the Outcome Based Fducation Famewor k.

lass Performance w be meanged through percentage of lectures

?nn;:;‘d;hd (4 marks) Assignments (4 marks} and clasa performance (2
5).

The end semester exammation will be of 70 marks. For the end semestsy

examination, nine questions are 1o be st by the exammer. All questions

- carry equal marks. Question number one wiil be compulsory and based o0

the G:I!@re m!abus‘ It wall contam seven short answers type questions. The
remaining eight questions are to be given by settmg two quest From

each of the four units of the svilabus A candidate s required o agempt !

five quations in all, one compulsory and any other four g ons by
selecting one from each unit.

This course introduces the basic concepts of optimization methods as an important scgment of Operation Research.
These methods use the concepts of maximization or minimization of parameters to find the solution of problem. The
course focuses on the mathematical modelling of real-life problems using optimization methods. The course
encompasses on linear programming problems, Integer linear programming problems, Transportation problems,
Assignment problems. Moreover, this course also covers the project management techniques, resource allocation and

queueing theory concepts.

Course Outcomes: By the end of the course students will be able to:

COl. define the basic terms related to linear programming problems, integer programming problems,
transportation and assignment problems, project management techniques and queueing systems. (LOTS:

Level 1: Remember)

CO2. formulate linear programming problems, integer programming problems, transportation and assignment
problems. (LOTS: Level 2: Understanding)

CO3. apply techniques of linear programming problems, integer programming problems, transportation and
assignment problems to obtain optimal solutions. (LOTS: Level 3: Apply)

CO4. selectan appropriate method
Analyse)

to solve optimizationand queuing theory problems. (LOTS: Level 4:

COS5. Optimize the allocation of resources using project management lechmiques like PERT/CPM.(HOTS:

Level 5: Evaluate)

CO6. model real-world problems using various concepts of optimization methods. (LOTS: Level 6: Create)

Unit-1

Course Contents

lntroguCtion to linear and non-linear programming problems, formulation of LPP, Graphical solution, Standard and

matrix form of LPP, Assumptions in LPP, Limitations, application and advantages of LPP, solution of LPP by

Simplex method, Two phase method, Big-M method, disadvantages of ﬂ.ug-M method over Two phase method,
€generacy problem, Special cases: Alternative solutions, Unbounded solutions, Non-existing solutions.

A el 55?

20 marks, unil be conducted The thod minor |

67



Unit-I1

. i imal- 1
Revised simplex method, Duality in linear programming. concept of duaht;(E g’;za:ig;;ﬂpr;z;?;'o%mqél Tules
for converting any primal to its dual, Dual simplex method, advantages lineer programming: Im °F Simp]ey
method, difference between simplex and Dual simplex method, lm:sefd bound method - Importance o
Integer programming problems, Gomory's cutting plane method, Branch an -

Unit-TIT

Transportation problems: Finding an initial basic feasible solution by Northwest °°m::hr§é°’AI;‘:?5t cost rule, Vogyp,o
approximation method, degeneracy, optimality test, MODI method, stepping stone m » gament problep,.
Hungarian method for assignment problem, unbalanced assignment problems.

Unit-IV

Project management by PERT-CPM: Applications of PERT/CPM techniques, basic steps l;r PEBT:CPM techniques,
Network diagram representation, rules for drawing network diagram, Time .csnﬁales and cntical path in netwgy,
analysis, Project evaluation and review technique, resource alloc?nllon, Qut?uﬁlfls cory- Q“e'“e'“g system, Queueing
problem, transient and steady states, traffic intensity, prob.ablll!)f distributions 1n queuelmgl systems, }(endal]‘s
notation for queueing models, (M | M | 1) : (o | FCFS): Birth and death model,] General erlang queueing modg
(birth-death process), (M | M | 1) : (0| SIRO) model, (M | M| 1) : (N | FCFS) model.

Text and Reference Books: on. 2
1. Hamdy A. Taha, Operations Research: An Introduction, Pearson, Tenth edition, 2017.

2. S.D. Sharma, Operations Research: Theory,Methods and Applications,2020* edition., Kedar Nath Ram
Nath & Co., 2014.

3. Wayne L. Winston, Operations Research: Applications and Algorithms, Thomson, Fourth edition, 2004.

4. P.K. Gupta and D. S. Hira, Operations Research, 2017" edition, S. Chand & Co Ltd., 2017.

,95{
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Blockchain Technology

General Coarse Information e e e
Course Code. PECCSEAI418-T/ Course Assessment Methods: _
Max., Marks: 100 (Internal: 30; External: 70) |
Courge Credits: 3

Three minor tests, cach of 20 marks, will be conducteq .

Type: Professional elective third minor will be conducted in open book meg, [ !
Course Coordinator. No date sheet will be issued fo, 111:: .
minor at the level of the Departments. For the pyp, l.rl"d
Mode: Lectures (1) internal asscasment, the average of the highest marky ﬂbt:“ of
by a student in say of the two minor examinations w;;;"‘;“
considercd. All the minor cxamination question papers will bc
preparcd and evaluated by following the Outcome p,
Education framework. Class Performance will be ficas sed
through percentage of lectures attended (4 marks) Asﬂign;;]t::rcq
(4 marks) and class performance (2 marks). s

The end semester examination will be of 70 marks. Fo, the e
semester examination, nine questions arc to be sq by ‘;!;ld
examiner. All questions carry equal marks. Question nu'"bcc
one will be compulsory and based on the entire syllabug, 1, Wlﬁ'
contain seven short answers type questions. The remaim,
cight questions are to be given by setting two questions from
cach of the four units of the syllabus, A candidate is required g
attempt five questions in all, one compulsory and any other
four questions by selecting one from cach unit.

Contact Hours: Jhoursfweek

Examination Duration. 3 hours

Pre-requisites: Basics of Cryptographic Hash Functions

About the Course:

This course provides a broad overview of the essential concepts of blockchain technology by initially exploring the
Bitcoin protocol followed by the Ethereum protocol to lay the foundation necessary for developing applications

Course Outcomes: By the end of the course students will be able to:

COl. describe the basic concepls and technology used for blockchain.(LOTS: Level 1: Remember)

€02 explain the primitives of the distributed computing and cryptography related to blockchain. (LOTS
Level 2: Understand)

CO3. illustrate the concepts of Bitcoin and their usage. (LOTS: Level 2: Understand)

CO4  apply security features in blockchain technologies. (LOTS: Level 3: Apply)

COS5. identify challenges in smart contract in real world applications.(HOTS: Level 4: Analyse)

C036. devise Fihereum block chain contract. (HOTS: Level 6: Create)

Course Contents
Unit I

Overview of Blockehain Technology: Defining Blockcham and Distributed Ledger, Blockcham propertics
decentralized, transparent, immutable and secure. Blockchain applications. Types of blockchain: Publie, private, and
consortium based blockcham, when (o use, and when not to use blockchain, History of blockchain.

Introduction to computing models and P2P networking: Centralized, Decentralized and Distributed Systems,
Deceniralization vs distributed, P2P systems, properticd of P2P systems, P2P communication architecture. F2P
netwaork applications: File shanng, P2P network for Blockchain

Unit I}
Foundational Concepts in Blockchaln Data Structure: Cryptographic Hash Functions, Digital Signatures, I'ubhc

Keys as [denttics, Hash Pointers and Hash chain and Merkel tree, Consensus mechanisms -
L



2 aln Choracteristies: Decegoa,
ploe consensus (POW), Crymiocn - enyy
gt (ONSC 1 Crptocuere nity

jsri B
pi o groring and Using Bitcomns, M*lnr:g =1.’ v e =i

f . Tran
9 Blorkeham MCTicna  meendiyiamy  and  mIEnE

ipS: Bite ' 2pmii
Sc Weawy plication. Mechanies of Biteon, Bocom
ynit w
] sus Mechanisms: Prool of 500,
U'"i"‘;mﬂ for adjusting difficulty ,-,n,l‘ ':_"A'-» FOol of sake ooy
ol !t Contracts and Ethereum: |rrurm'”2 T-nmr.uﬂ.f;‘ oot of deposn, proof of tarn, proof of acivit
.m’r.-;um stack. P2P network i mhm‘c‘:f"’*': 20d types ;,-;: .;r;lf Pitcoin, alternative r.rmn:.-rtc;v;:: | o
5‘-]1:1::11 Machine). Developing and em.u::"r NS iy F;!}-.z-r:::qqmuw“ Introduction 10 Etheroun, becoin v
i 1§, srhan Contrar TR, WA 1n Fther .
A3 1N Fthereny, aum, Soart comitracts (Eher s
R State and data sructure m Etheroum
ynit IV
nd Consortium bhase

I’rl;:':':l;kchain. Innovation in T;:,?ﬁt;"::ﬂ Hypertedger: Neeg for &
p studies/ Enabling Technologje BT, $Imart contrggry. and dist e conwrtnam. Hyperiedger swack, Multi-
Case ORIES a0d applicationy; ppiican g oyl oS in Hyperledger

art cities, Business and Indus

s ' . licat 5 :
and Y, Data Management, oo ion of blockeham m privacy and ecurity lsT

VeTnance

ext and Reference Books and Links:

], Imran Bashir, Mastering Block (4,
Contructs Explained, Packt Publ; atn Distributed [ eq,
! L P shine ger Technol, ; 7
2. i)a:;lc!r;)rcsclwr,ﬂhjfk Chain !ia;ial?k}‘.i?:: I sted e Decentralization and o
3, Jos ompsons, Block Chain The » LEledition, 201 7.
and Leveraging Blockchain pry, ¢ Block Chain for Be ”
: ‘ Lramming, C ginners- Guide to Blockchain Technolog:
4, Pethuru Raj, Kavita Sani, Che %, Lrealespace Independent Py -
Press, 2021, cllammalSurianacayanan, Blockchain rl},ﬂm nd Applications. CRE
; - . a pplications, CRL
5. RﬂJ’_K-;. F orlujrdmum of Blockchain: The pa,
] gppstflﬂrn. ]::1! c%ll’ackx Publishing L1d. 2019 0 C¥Plocurrency and decentralized blockchair
.S, a, M. Dhawan, $ Shanma § v
/:f;;hc‘.aﬂgn', Oxford University Press, '205'9 Venkatesan, Blockehain Technology: Cryptocurrency and
;. A :] ii:ﬂ[l;!uaw;?o.cgi‘t;ck_ch;m: Blueprint for 4 New Ecanomy, (' Reilly, 2
. . ain Technology and Applications A sys; ¥ 2015.
2022 Jystematic and Practical approach, Amazon LLE
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Introductio A
Uementod amd Y
Irtiat Beatn,
7

tion
. [nformaa
. f e g .
S COMTE LR CSEAIAT o~ o
L€ Code % Avtoritment Viethods.
Lo ts: 3 ML Marks. 199 ¢ \
( - e Cfc(" ' h Mermal: 1. Feternal 76
" 4l Plecnve ren ) -
i o }"r:)f"‘”“'mml : third m‘;:ur !wg *ach of 20 mares, wiil e comdpatens. 1
| : - 3h(;urVWC¢k Course ( 2 oanil ke Umibicted m rer ek mode by B
wsct pout™ | minor RENHA No date thest wll s ismsed o Gve S
. | Mo at . _
Loﬂ u{;ﬂlrcﬂ (L) | st I‘l the levet f the Departmensy For e gurpose 7
- Mol puration’ 3 hours [ aeasment the
, ure . !
| on

; a‘ﬂlﬂﬂu Comsidered All the
| | Prepared and ...
Education fra
1 thl'rmgh per
(4 marks)

. wietage of the bighen marcs ohransd
" & swudent g ny of the 3:”, mmor gumsat;.m wD o2
FNGr Srarnination QuOSTIOn [ADETY will o

Saaluated by fcdlosng the Onscome Based
mework Clasy Performaance will be megwared
“riage of lectires attended (4 marks) Assignrmerd
and class perfoemancs (2 marks)

::]r; ond semester examration anll be of 70 masks For de oo
mm FIATNAUON, nine questions are o be st DY €

mmer All questions carry equal marks Qucstion awber
onie wall be computsory and based on the enure vdlabus fi wall
contam seven shom answess type quesioms, [he BB
cight questions are 1y he pven by setting tao q-uc.lﬁrm frowe
cach of the four units of the syllabus A candidate 13 reguared 10
| ?:u““m five questions in ail, one compuisory and amy other

— | I questions | lerting
fsites: Augmented and Virual reality basic {ie3tions by selecting one from cach wmit.
Sisites:

Pre—feq

ourse . .
About th—:ctc;vc of this course 1s to provide a foundation 1o the

. fast i sty and Vo=t
The ob) This course provides briel introduction 1o Augment ) w of Anpctiod Resity. =

ity- . . ed Reality and Virtual Reality, AR and VR software
Res opment. In this course, students vill leam about VR modelling, 3D interactians, 3D wser imterfaces. Salegies
deve igning and Developing 3D Uls etc.
for Des

Course Outcomes: By the end of the course students will be able to:

define the concepts pertaining 1o a2ugmented reality and vi ual AR and VR 1echmgques €
cot (LOTS: Level 1: Remember) ¥ anc wvirtual realmy, g

cO2. describe the fundamental principles applications and challenges of augmented and visual reality, VR
modeciling, 3D interaction Uls etc (LOTS: Level 2- Understand)

co3. find solutions to real world problems involvin

g the use of augmented and virmual realny (LOTS
Level 3: Apply)
Cco4. analyse the techniques available in the domain of augmented 2nd virnzl reality (LOTS. Level 4
Analyse)
cOS. comment on the oulcomes of the augmented and virtual reality solutions (LOTS Leve! 5 Evaluate)
Course Contents
Unit-1

Introduction 10 Augmented Reality (AR)Definition and Scope of AR, History of Augmented Reality, Displays

(Multimodal Displays, Spatial Display Model. and Visual Displays), Ments and demerits of AR Apphcations of
AR, Challenges in AR

Unit-II

Introduction to Virtual Reality (VR).Definition and Scope of VR, Types of VR, Charactensuies of VR, Components

of VR system, Designing & Building VR Systems,Benefits of VR, Lumtatons of VR environments, Key hardware
requirements for VR, Difference between VR and AR

PR




Unit-IN

ters and camera calibration, Marker.
AR software development ‘AR software, Camera paramelers baseq .
reality, AR Toolkit, L]
softwate development, Master/slave and Client/sery,

B aars dftelcyons : Cuallegas 1n Y dk to develop VR applications for different hilfdwar:?';

Chuster rendering, Game Engines and available s
Oculus, Google VR),

Unit-IV

. . ; ” ical and Behavior modeling,  Selection d ,
VR Modeling: Geometric modeling, Kinematic, P!’Y"l Environments, Strategics for Designin " ANy,
dunng 3D Interaction, Travel and Wayfinding in Virtua ing VR/AR applications = "8 40d Deyyy tlion
3D Uls. Evaluation of 3D User Interfaces, Traditional and Emerging PP Oping

Chi:m
ITe V?\'}E‘.

Text and Reference Books:

. . Edition. Wiley-IEEE pr.
. Virtual Reality Technology, Second Edi ess, 2003,
m G.C. :gm:lph'g‘l:.)frgscr Interfaces: Theory and Practice™, Addjspn Wt:slcy. 2006,

A!um B. Craig, Und'ers'txndmg Augmented Reality, Conccpts:'und Applications, Morgan Kaufim ann, 20,4
GJ Kim, “Designing VR Systems: The Structured Approach”, Springer, 2005. -

Bw -
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Federated Learning

- Gemeral Cosrse Information: _ B

G R TR mae n o _
aorse Code: PECLCSEATS20-T Coarse Assessment Methods: ——

c Max. Marks: 100 (Internal: 30: External: 70)
oarse Cradits: 2 .

3 ! Three mincr tests, cach of 20 marks, will be conducted.

Type: Professional Elective | shoct will be issued for the third minor at the leve] of If'?:nam,. No oy

| For the purpose of interna] assessment, the average of (he Depart g

es L

Contact Hours: 3 hoursiwesk | gbuained by 3 student in any of the two minor €Xaminatjgy,
5

! will be conductad In open book mode by the Courge Coo The thirg Mingy |

| comsidered. All the minor examination question papers will by will b, |

Mode: Lectures (L) ' and evaluated by foilowing the Outcome Based Educatjop, frz Prepareq
| Class Performance will be measured through Percentage L
| attended (4 marks) Assignments (4 marks) and clagg perfor Ie""lres
| marks). OfMan, P
| The end semester examination will be of 70 marks. For the eng

| examination, nie questions are to be set by the examiner. Al SeMeste
| carry equal marks Question number one will be compuls ory andqumi“"ﬂ
| the entire syllabus. It will contain seven short answers type qucsl'based

| remaining eight questions arc 10 be given by setting (wq quesu:ons.

! cach of the four units of the syllabus. A candidate 5 required ons
| five questions in all, one compulsory and any other four
| selecting onc from each umt.

i;’:;ﬁlﬂhite: Michinclmnh;gandpmﬁcimcyini’nhon - —

Exam Duration: 3 hors

¢
from
to atter
questiong by

About the Course

The machine lcamning applications are spread around many fields such as health care, financial, marketj
agriculture, and space organisations. The machine learning algorithms, specifically, deep leaming 'cchniq:::g
require millicns of data tuples to achieve a reasonable acceptable performance. Very often the data required s nusl
located at onc place rather it is distributed across several locations or edge devices. One approach could pe to
gather 2li the data at cloud server, miegrate it and then run machine learning algorithms. This approach g time
consuming and not feasible due to data privacy issues. The solution is federated leaming. The models are learnt
with smaller size traming data at the side of edge devices. These models are encrypted and sent to the cloud server
for constructing the aggregated model. The aggregated model can be downloaded by the edge devices. This
course &ims to miroduces the students with principles and algorithms for federated leaming, relatively a novel
area of research.

Course Qutcomes: By the end of the course students will be able to:

CO1l. definethe related terms and concepts of federated Jeamning. (LOTS: Level 1: Remember)

CO2. describethe federated learning's principles, significance, potential benefits, challenges, security,
communication efficiency and optimizations issues. (LOTS: Level 2: Understanding)

CO3  applythe federated learning algonthms and respective optimization techniques. (LOTS: Level 3:
Apply)

CO4. analyzeissues rcgarding applications of federated Icaming, in domains such as healthcare, loT,
financeetc. and adapt federated learning to cater to domain-specific challenges. (HOTS: Level 4:
Analyse).

COS. evaluate ongoing research and ethical issues for federated learning environments.(HOTS: Level 5:
Evaluate)

Course Contents

Unitl

Overview of federated learning and its significance, comparing traditional centralized machine learning with
federated learning, Privacy and security challenges in distributed learning,

Decentralized data sources: Types of decentralized data sources, Data heterogeneity and distribution challenges.

Federated datasets and data representation.
) S

|
|
{
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. . ey thergy !r e (e omeid preeay. ks
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yang Liv, Tianjian Chen, and Qiang Yang, Federateq Leammg: Theory and Pracice. 2073

Research papers:
L. Q. yang, etal, Federated Machine Leamning Concept and Applications, 4¢4 Trans nsell Syt
Technology, Vol. 10, No. 2, 2019,
2. Li. Tian etal,, Federated Leaming: Challenges, Methods and Futare Divections (EFE Signat
. Processing Magazine, Vol. 37, No. 3, 2020

3. Jakub Konecnyet al., Federated Leamni

g: Strategies for Improving Commumrcarion Eficiency, N1PS
Workshop en Private Multi-Party Machine Leammg, 2014
4. H. Brendan McMahan et al., Communication-Efficient Learnin

ung of Deep Networls from Decentrahzed
Data, Proceedings of the 20th Intemational Conference on 4

riificial Intelligence and Statissics,
Florida, USA, 2017,
5. Daniel Ramage et al., Federated Learning for Mobile Keyboard Prediction. Gor gle LLC, Mountam
View, CA, US.A, 2018.
6. M. Joshi et al., Federated Learning for Healthcare Domawn - Pipelme, Applications and Cmallenges,
ACM Transactions on Computing for Healthcare, Vol 3, No 4, 2023
7.

Li, Hao et al. Review on secunity of federated learming and 1ts application in healtheare, Futire
Generation Computer Systems, Vol. 144, 2023
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1

Big Data Analytics Lab.

General Course Informatjon

~ Course Code: PCC-CSEAT40}.p
Course Credits: 2
Type: Professional Core Lab, Course
Contact Hours: 4 hours/week

Mode: Lab practice and assignments

l Courye Assessment Methads :

e i

| Total Marks: 100 (internal: 50; external:50)

]
| the tevel of |
| The i -xrernal assessment 19 hased on

[ internal and «© y 5 ission of!

| el

participation i laberatory sessioms. tm " tesigned |

| experiments/assignments, the guality of "Otuu:n: gcgpm t

| for the assignments. the performance M VIVA- ’ |

qualiy of laboratary file and ethical practices followed 1
|

There will be a contimuous process for laboratory Couf;e |
evaluation. Two internal examinations (each of 50 nwb\l:‘;
the laboratory courses (Minor Laboratory Evatuations: * er |
1 and MLE I1) will be conducted in the week before or 2 : :
the internal examinations for the theory cOUTses. The overa
internal marks will be calculated as the average of th_e two
minor laboratory course evaluations. The course coordimator
will conduct these minor evaluations i the slots mtgﬂed!;:
them as per their timetable. The Chairpersan of !
Department will cnly notify the week for the mtcmad
laboratory course evaluations The marks for MLE [ an
MLE [l must be submitted within a week of the conduct of |
these laboratory course evaluations. 1
The external examination will be conducted btf_ external |
examiner appointed by the Controller of Examination along |
with the internal examiner, preferably the laboratory course
coordinator, appointed by the Chairperson of ic
Department The final practical examination of duration
three hours will be conducted only in groups of 20-25
students.

For implementing the spirit of continuous evaluanion, the
course coordinators will maintain the experiment-wise record :
of the performance of students for the laboratory courses as |
a part of their lab course file.

The course coordinator/nternal  Examiners/External
Examiners will maintain and submat the bifurcation of marks
obtaned by the students in internal as well as external
evaluations n the prescribed proformas to the respective
departments in addition to submitting and uploading of
overall marks on the university portal as per the requirement
of the result branch. The laboratory course coordinator will
also conduct laboratory course exit survey and, compute and
submit the attainment levels of the course outcomes of the |-
laboratory course based on direct and indirect evaluation
components and submut it to the Chairperson office along
with the internal assessment marks.

Pre-requisites: Data Analytics, Big Data Analytics

PR



Abeut the Coarse:

The oourse famsisnres srudemts wih Hadoop distributions, configuring Hadoop and performung
macagemast taks 1 oalso inchudes mplementation of storage of biy data using MmguDB‘MapRmsu:
mhmmhgmatvmmWMmmmmgm:me :
tools ke FIG & HIVE = Hadoop ecosystem
Course Ouwtcames: By the end of the tab course a studeut would be able to:
€O 1 configure snd msaall HDFS and apply bug dasa analytics technique for solving beg data proben
(LOTS Level 3 Apphy)
€O L select aad cempare by dem anahyues algorithms and tools for address diverse big daw problems
{(HOTY Level 4 Anaivse)
CO X laterpret the results of apphymg g data analytes techmques. (HOTS: Level 3¢ Interpret)
€O & create b aswgmment reoord 2 meludes problem definivons, solutions, results and conclusigng
{HOTS: Level 6 Creste)
€O X demenstrate cthicai practices, self-leaming aod weam spmit (LOTS: Level 3. Apply)

List of Experiments:
b lnsall configurs and run Hadoop and Hadoop Distributed file System (HDFS).
Develop 2 MapReduce program to calculate the frequency of a given word m a given file.
Develop a MapReduoe program o find the mamum temperature m cach year
Develop a MasRaduer program o srplement Maz Multiphcation.
Develop a MapReduce w0 snaivze weather dat se and print whether the day is shiny or cool day
Dewelop 2 progre=: to czivulste the maxmem recorded temperature yearwise for the weather dataser
Pglams
Wite quenes w0 o =d aggemate the &in m 2 table using HiveQL
£ Develop 2 Jevs apphcaacn to find the maveman temperature using Spark.
% Impioment NoSQL Deusduse Opeaons CRUD operatices, Amavs using MaagoDB.
I lezpiomant Fepcscas: Cost - Sort — Loma - Skop - Aggregate using MongoDB.
i1. keplement clustarsg rechmuques ssmg SPARK
12, Imphomen: & sophcenon thet corss beg dat3 = MoageDB ' Prg uwsing Hadoop / R

Min I

s e

4

Note:

The wooual oyperzoenss asegoments will he desgned by the course coordmater. One assignment should be
demrgmed w ke dome = growps of ta or tirer sedents The assisnments must mest the objective of the course
= B lovels of e pver omere ascomes The bt of asugnments and schedule of submission will he
prepared by the ooerse coardmmtor & the bogmmmg of the semeser
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genfr_n! l‘mjw: Information
- Course Code PROCSEAIDY | Course Assessment Mcthods (Internal evaluation: 30 marks;
¢ Course

Mode Self lcamumng under the

Major Project Part 11

Sy . : !
Credits. 4 : External Evaluation marks: 70) |

| Evatuation is done by the mternal examiner (project guide) ang

guidance of a Aculty external examiner appointed by the Controller of Examinauon
d.-[“- Al 8

member

The criteria for evaluation are given below.
Review of literature related to problern domain: 15
Significance and onginality of the solution presented: |5
Apphication of software engineering principles and project
management: 15 ‘
4. Significance and scope of results: 20

. Organisation and presentation of major project report: 20
6. Level of Ethics and socictal issues covered: 15

‘et b —

About the mzjor project part 11:

Students contiue working on therr project work and they are required to complete 1t by the end of g semester
Students carry out implementation of their respective projects based on the problem identified, methodology ang
tools suggested in the synopsis prepared during seventh semester. They prepare the final project reports accordin 2 to
the format provided. At the end of eighth semester, each student is required to present hisher project work i fron|
of internal project guide and extemal examiner appointed by the Controller of Examination,

Course Outcomes: After doing major Project students will be able to:

COL
cox
Co3.

CO4
COos

CO6.

review information cntically for solving complex engineering problems. (HOTS: Level 4: Analyse)
plan the project according to principles of project management. (HOTS: Level 6: Create)

devise onginal solutions to complex engineering problems using modern engineering tools. (HOTS:
Level 6: Creaie)

Justify the outcomes of the project work. (HOTS: Level 5: Evaluate)

organise and communicate (written and oral) ideas effectively, (HOTS: Level 6: Create)

develop solutions that meet ethical, societal and legal considerations, (HOTS: Level 6: Creatc)

- o W X
S
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Guidelines for Preparing Industria Training (INT-CSE

All the students are required to follow these

Al301) Report

. guidelines for p i ir industrial
training report T preparing their induw

. General Guidelines

1. Th i
fOlfO\l\:]:ju:\::?la:m"“.“g report must include a declaration by the student that he/she ‘ha.;
practices will leag 1o . e doing the industrial training work. Any violation of wbtes;
repart or & rend ;" rejection of the industrial training report. For instance, @ plagtan?
ymade report purchased from market will be rejected straight away.

2. Industrial traip; ‘ v

ng work carried ot j ' i divie

L in gro t include the In
contribution of the students. Broups ot tudents s

3. The industrial trainji

\ . . . 4 indi |east 7
days before the final & report must be submitted to the internal guide in soft binding at

submission so that he/she can suggest changes.

6.2.2 Formatting Instructions

The formatting instructions are given in Table below

————

F
SN T ___ Formatting Instructions Forming —
1. | No. of pages Minimum 20 and maximum 40
2. | Paper sizc Ad
3. Font Type Times New Roman
4. | Normal text size 12
5. !

Page numbering Place: Centre Bottom

Type: Front material in Roman
numbers

Left margin: 3.75 cms (1.5
inch)

Right, bottorn, top= 2.5 cms (1
inch)

7. | References/Bibliography [EEE format

8. | Binding soft binding of good quality

6. | Margins

Contents of the Industrial Training Report

The contents of the industrial training report should be organised as described below.

1. Declaration that the students has carried out his work on his own. It is his/her original creation, not
plagiarised from any other source and due credit has been given to the source material used in the
industrial training report through references and citations.

Acknowledgement

List of figures

List of Tables

List of Abbreviations

Contents ) 7/
o AL

o



|
]
i
H

i
+

I
b
{

i

Consents in the Rody of the industrial training report

The report must be written in Enghish The ideas must be organised n n clear and concise f

S No

i
B bl
o ;
4
TR

The industrial training repart should not no wa
bindmg of good quality

T

- i

I

Content
!‘u)h_lc of thc_ ‘C(}:_J\ m\ T -
Immdm t1on

Dc*-u le11.1:1__0£ skills lcamcd

training/ ﬁ_&bpluahun n developed

Format of the title page

p\[\pllunm dc\'chgpui {sfan)) based on skllls Jearnt

+

The format of the title page is given is given on next page.

b

Tentative No. of

pages.

| AI must 2 P__L'cq
. &-4 b pages

4 _0_ pages

1shion

y exceed 40 pages and should be submtrgg n sof




1
|
]
{
|
|

TITLE OF THE INDUSTRIAL TRAINING REPORT1

(Write i Times New Rogran, 11, pont size, Bold and Centred and Uppercass for:)

Training report submitted 1o
Guru Jambheshwar Iniversity of Science and Technalogy, Hisar
for the partial award of the degree

(Write in Times New Roman, 12-pownt size font, Bold, ltalics and Centred style after 4
lines gap with 12 font size from the title of the project)

of

(Write in Times New Roman, 12-point size font, Bold, Italics and Certred style after
I'lines gap with 12 font size from the text above in three lines)

Bachelor of Technology
in Computer Science and Engineering

(Write in Times New Roman, 14-point size, Bold, Centred style after “of” after | Ime zap
with 12 font size)

By

(Write in Times New Roman 12-point size, Bold, Italics, and Centred style after 1he
name of the degree with 1 line gap with 12 font size)

Your Name (Enrolment
Number)

{Write in Times New Roman, 14-point size font, Bold, Centred style after] line €ap
with 12 font from “By”)

Lin i bt B [0 55

Department of Computer Science & Engineering GURU
JAMBHESHWAR UNIVERSITY OF SCIENCE AND

TECHNOLOGY, HISAR

Month, Year
(Write in Times New Roman, 14-point size font, Bold, Centred stvle, after 2 lmes gap
from logo)

y M




Declaration to be subimitted for training report

DECLARATION

L, Your Name, Your Roll No., certify that the work contained in this industrial training feport js
orignal and has been carried by me in the ——--—-----~~- company name. This wok has noy
been submitted to any other institute for the award of any degree and 1 have followeg the ethicy,
practices and other guidelines provided by the Department of Computer Science and Enginecrmg

m preparing the industrial training report.

Signature

Name of Student

Registration Number

Department of Computer Science and Engineering

Guru Jambheshwar University of Science and Technology, Hisar

Signature

Supervisor

Designation

Department of Computer Science and Engineering

Guru Jambheshwar University of Science and Technology, Hisar
Evaluation of mini-project

The proforma for evaluating the mini-project using open source tools is given on the next page.

by » &

§
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Guidelines for Preparing Minj

All the students are

“Project report (PROJ-CSE402)

required to follow
W thes i
se gudelines for preparing then mint- project repoft
Formatting Instructions
The formatting instructions are given in the table bl
» below,

(St No [lem I
1. FroMCovsy ————————— | Fonmatung _________
i Quahty paper suitable for soft
2. No.ofpagess  |binding
S Minimum 20 and maxsmum 40
(3 |Paporsie excluding the front material_
4. | Font Type Ad -
5. Chapter Heading Font }'émxs NewRoman |
3 ;::;geffr ht:n]s mf‘d Subsections T4 and 12 in bold style_ i
- g style for sect —— ——
use more than three kﬁ&ons and subsections; Do not | 2.,2.1and 2.1.1
8. Normal text size 3 —
9. Fi
1gures and Tables must be numbered chapter-wise. For example for chapter 2,
; Figures should be pumbered as
g::(l; headings on the top of the tables and Figure Fig. 2.1, Fig. 2.2 etc. and
g at the bottoms of the figures. Tables as Table 2.1 and Table
: 2,2 elc.
10 Page mumbering Place: Centre Bottom
Type: Front material
in Roman numbers
Body of the report:
in Arabic numerals. Pagination
must start with first page of the
first chapter and continue
throughout the end of the
; report.
1. Margins Left margin: 3.75 cms (1.5
inch)
Right, bottom, top= 2.5 cms (1
inch)
12 Rf’.feljences/Bibliography 1EEE format
13 Binding Soft binding of good quality

Contents of the Mini-Project Report
The contents of the report should be organised as described below.

7. Thetitle page as per instructions.

8. Declaration that the student has carried out his work on his own. It is his/er original creation. not
plagiarised from any other source and due credit has been given to the source matenal used in the
report through references and citations.

9. Acknowledgement

10. List of figures

1. List of Tables )




17 Last of Abbeovintinns
i1 Conn
14 Body of the Repont

The repit muss be wyition m Lnglish The ideas must be organised i a clear and concige fashion,
Chaptors maust be tentatively arpanised as below )

Chapier | Inmoduction

This mchudes srodaction to relevant arca of mini-project, problem formulation, objectives of 1
mam rgrect, and structure of the projedt repont ¢
Chapter 2. Requirement analysis. solution design framework of the mini-project work and tools used
Chapter 2 Outputs of the mani-project

References'Bibliography

Format of the Title page
The format for the title page of the mini-project using open source tools is given on

next page.

~
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FITLE op

(Write in Times New, . WE MiNprmogsct BEPORT

Lk & e Lesrit
TR L neipg sise el et € oppead ml Dippersasi ST

"ﬂlﬂ-l'mfr 1re

. o1 report submirted to

(furu Jambheshygq, l"m‘vnmy of Sciemcs and Technotogy. Fiser

| - Jor the partiat gward of the degres

(Write in Times New Roman 12-point size fome Bold, (talics and Centrad styie after I hnes P9 -

12 .
i 2 froa 5 7e from the idle of the prowect)

of

(Write in Times New Roman, 12-pomt size o, o, tahes andt Centredt seyle afer ¢ linas 39

with 12 font size from the texs shove m three lines)

Bachelor of Technology
puter Science and E.ngineering
(Wnte in Times New Roman, l-pownt sze, Bold, Centred style after “af after [ lme @39 w12
fort size)
By
size, Bold, Italics, mnd Cemtred siyle after the mme of e
degree with | lme gap with 12)
Your Name (Enrolment
Vumber)

) . . — i2
sze font, Bold, Centred style after | line gap wub

in Com

(Write in Times New Roman 12-pomt

(Write in Times New Roman, [4-pomt

font fom “By™

Department of Computer Science & Engineering GURU
JAMBHESHWAR UNIVERSITY OF SCIENCE AND
TECHNOLOGY, HISAR

Month, Year
(Wnte in Times

New Roman, 14-point size font, Bold, Centred style. after 2 bnes gap from logo with

TS




Evaluation of Major Project Part-1

The students are required to do prepare a synopsis of the praject work to be taken in the next sermegy.

they will look for an appropriate problem to be solved They formulate the problem and searc, ; In thig Phase
modern tools. At the end of the Major Project Pan-l, students submit and present their synopges . PTOPriay,
consistng of criene on which students arc evaluated 15 given on next page. 55 The memma

g W
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Guidelines for preparing major project (PROJ-CSEAL401) synopsis

Al the sdonts wre yeguiresd to foflow these guidetines for preparing theat project evnopsig
4 1N Sieiad v 3

Gepers) Guidehines
‘ ‘ the synopsis work. An
The condent shiild follow ethnesl practices while doimg arived e Ot
The enadont shiild folic f the synopeis For instance, a plagiarized ‘_anm!l:r:,;”[
a

bl sractioes will lead o Teenion o :
cradn arkel will be rejected straight away

rendyenade svoapus purchazed from m .
n.: aymaps st be submified to the interhal gutde n eoft binding at least 7 days before e

presemiation o that he she can suggest changes

& Symopwn camed out m groups of two students must mclude the division of work

Formutting Instructions

The formattmg mstructions are given m Table below

" Formatting Instructions

Formatting

e Minimum 8 and maximum |

—— Ad -

—— Times New Roman

12

Place: Centre Bottom

Tz - Lefl margin: 3.75 cms (15 |
inch)

Raght, bottom, top= 2.5 cms (1

inch)

1EEE format

Soft binding of good quality

|
]
|

S Reforences Bibliography
16 | Binding

Contents of the Project Svnopsis

The synopsss must be written 1n English. The ideas must be organised in a clear and concise fashion
Secuans must be ientatively organised as below.

I Contents Page

2 Inroduction

3. Background Detzils and Literature Review !

4 Problem Furmulaton and Objectives ) /

5 Methodoiogy and 1ools to be used -
f

References/Bibliography .
// ' -
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Bachelor of Technology
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Guidelines for preparing
All the students

are required to fo

General Guidelines

The title of the pr
seventh semester

Th‘? report must include 5 declarotion by the
while doing the project wark. Any violation

report. For instance, 5 plagiarized report or a
rejected straight away
Project works carried
the students

A CDof the pro

Major Project (PROJ-CSE403) Report
oW these guidelines for preparing therr final project report.

QJect must be same as that of the title in the synopsis submitted at the end of
student that he/she has followed ethical practices
of ethical practices will lead to rgjection of the
readymade report purchased from market wall be

QUL in groups of two students must include the mdividual contribution of

Ject work should be included in closed pocket mside the back cover age. The
CD must bear th i :

¢ name, re
The report must be syb,
final examination s g
examiner

Formatting Instructions

The formatting instructions are given in Table below,

gistration number and title of the project.
mitled to the intemnal guide in soft bindng at least |0 days before the
at he/she can suggest changes before the report is presented to external

- Formatting Instructions |
| Sr. No. | Item Formatting _
l. Front Cover Dark Blue and contents in goiden ink |
2. No. of pages Minimum 40 and maumum 70 ':
- e — excluding front material |
kY Paper size Ad |
4, Font Type Times New Roman 1
5. Chapter Heading Font 16 _
6. Font of Sections and Subsections 14 and 12 in bold style |
7. Numbering style for sections and subsections; Do | 2.,2 land 2.1 1 ‘
not use more than three levels. |
3 Normal text size 12 i _—_:
9. Figures and Tables must be numbered chapter-wise. | For example for chapter 2, I
Figures should be numberd as Fig. 2.1, !
Table headings on the top of the tables and Figure | Fig. 2.2 etc. and Tables as Table 2.1 |
heading at the bottoms of the figures. and Table 2,2 etc. i l
10. Page numbering Place: Centre Bottom
Type: Front material {
in Roman numbers }‘
Body of the report: i
in Arabic numerals. Pagination must |
start with first page of the [irst chapler |
and continue throughout the end of the !
report. i
11. Margins Left margin: 3.75 cms (1.5 inch)
Right, bottom, top= 2.5 cms (1 inch)
12 References/Bibliography [EEE format
13 Binding

Hard binding of good quality

i

Contents of the Project Report

N ——




The contents of the report should be organiscd as described below

I The first page in the repart should be same as the cover page.
Declaration that the students has carried out his work on his own. It is his/her Original
creation, not plagiarised from any other source and due credit has been given to the sou]fu
material used in the report through references and citations. e
Acknowledgement
List of figures
List of Tables
List of Abbreviations
Contents
Abstract (in Not more than 250 words)
This answers the question what have you done? How have you done and brief indicatign
about the results,
8. Body of the Report
The report must be written in English. The 1deas must be organised in a clear and congyse
fashion. Chapters must be tentatively organised as below

[F]

R ™

Chapter 1. Introduction

This includes introduction to relevant area of project, problem formulation objectives

of the project, and structure of the project report
Chapter 2. Background Details and Literature Review
Chapter 3. Design or Framework of the project work

Methodology, Data Flow Diagrams, Entity Modelling etc.
Chapter 4. Discussion and Analysis of Results
Discussion and comparison of results

Chapter 5. Conclusion and Future Scope

This includes relevance and scope of the project work. and its extensions,

‘ References/Bibliography
9. Appendices
Declaration to be Submitted

The format of declaration to be included in the project report is given on next page.

Format of the Title Page
The format of the title page for the Major Project IT is given on the next to next page

|9,




DECLARATION

. Your Namc, Your Roll No | certify that the work contained in this project report 18 original and

guidance of my supervisor. This work has not be
(o any other institute for the award of any degree of diploma and I have foll

has been carried by me under the
y

en submitted

wed the ethical
practices and other guidelines provided by the Department of Computer Science and Engineering

n preparing the report. Whenever I have useg materials (data, theoretical analysis, figures, and

1ext) from other sources, 1 have given due credit to them by citing them in the text of the report
and giving their details in the references, Further, T have taken permission from the cop

yright
owners of the sources, whenever necessary.

Signature
Name of Student

Registration Number
Department of Computer Science and Enginecring

Guru Jambheshwar University of Science and Techno logy, Hisar

Signature

Supervisor

Designation

Department of Computer Science and Engineering

Guru Jambheshwar University of Science and Technology, Hisar
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